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f:for(intf=0;f<F;f++)
k: for (intk=0; k <K; k ++)
c:for(intc=0;c<C;c++)
Algorithm x: for (intx = 0; x < X; X ++)
loops y:for(inty=0;y<Y;y++)
m: for (int m =0; m< M; m +4)
n: for (intn=0; n<N; n ++)
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Function Optimum _Tile (k, s):

e Find valid tiles with no padding when:
o Tile €validtile when_(t-k)%s=0
O wvalidyjes = {ty, ts, ., tin}
e Find Data reuse for valid tiles with equation (6):
O #datQ,eyse = {reuse;, reuse;,, ..., reuseg,}
e Choose optimum tile when:
O topt =ty When reuseiiq) —reusey, < 10% xreusey,
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