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مقاله پژوهشي

ها در استفاده مجدد از داده شيافزا يبرا نهيبه ياندازه كاش يسازمدل
  يكانولوشن يعصب يهاشبكه
  نسب يصالح يارسال يمصطف و يديص سوفيا

  
هاي محاسباتي هستند كه مدلنوعي از هاي عصبي مصنوعي شبكه :دهيكچ

انسان، الهام گرفته  هاي عصبي بيولوژيكي در مغزها، از شبكهنحوه عملكرد آن
در كه  ها هستنداين شبكهاي از هاي عصبي كانولوشني، نمونهشبكه. شده است

و  بندي تصوير، تشخيص اشيا، پردازش زبان طبيعيكاربردهايي مانند كلاسه
  . شودبهداشت و درمان استفاده مي

، تعداد پارامترها و حركت داده بيشتر شده و عصبي تر شدن شبكهبا بزرگ 
كه همين امر باعث افزايش انرژي  شودنياز به حافظه خارجي نيز، بيشتر مي

يكي از راهكارهاي اصلي براي كاهش انرژي مصرفي و مراجعات . شودمصرفي مي
. حافظه است وحبه حافظه خارجي، استفاده حداكثري از داده در هر يك از سط

بيان شده است، انجام تواند در سه سطح كه در ادامه استفاده مجدد از داده مي
سطح حلقه و زمانبندهاي  -2سطح مسيرداده و واحدهاي پردازشي  - 1. شود

هايي است بندي يكي از تكنيككاشي. اي و شبكهسطح بين لايه -3محاسباتي 
در اين مقاله . شودكه براي استفاده مجدد داده در سطح زمانبندها استفاده مي

مي ، به صورت يك فرمول رياضي دقيق مدل را هاتعداد استفاده مجدد از داده
باهدف بيشترين  را سازي، پارامترهاي بهينهسپس در قالب يك مساله بهينه .كنيم

چنين هم .مي آوريماستفاده مجدد از داده، براي هر پيكربندي از شبكه، به دست 
شي رابطه بين پارامترهاي ساختاري شبكه مانند اندازه كرنل و گام را با اندازه كا
% 70بررسي مي كنيم كه باتوجه به بررسي انجام شده، اندازه كاشي بهينه در 

  .  برابر اندازه كرنل، كوچكتر است 4هاي شبكه، از لايه
  
هاي عصبي كانولوشني، انرژي مصرفي، حافظه خارجي، شبكه :دواژهيكل

    .بندياستفاده مجدد از داده، كاشي

  قدمهم - 1
يك كامپيوتر يا ماشين امكان وش مصنوعي تكنيكي است كه به ه

هاي مختلفي حوزه ].1[دهد تقليد رفتار، عملكرد يا اعمال انسان را مي
مانند يادگيري عميق و يادگيري ماشين، زيرمجموعه هوش مصنوعي 

اي از يادگيري ماشين و در حالت كلي يادگيري عميق زيرمجموعه. هستند
يادگيري ]. 2[است  وعيهوش مصناي از يادگيري ماشين نيز، زيرمجموعه

ماشين و يادگيري عميق به عنوان ابزاري قوي، در تشخيص صدا، 
هاي ديگر هاي پزشكي و بسياري از حوزهپردازش زبان طبيعي، تشخيص

ها در هر دو تكنولوژي، يادگيري از داده با استفاده از الگوريتم. كاربرد دارند
هاي آماري براي نظريهاز  با اين تفاوت كه يادگيري ماشين. شودانجام مي
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هاي عصبي كند ولي يادگيري عميق از شبكهيادگيري از داده استفاده مي
  .كندبراي يادگيري، استفاده مي

هاي يادگيري يكي از مدل) CNN( 1هاي عصبي كانولوشنيشبكه
هاي ساختاريافته، مانند تصوير، عميق هستند كه معمولا در پردازش داده

ها در به دليل دقت بالايي كه دارند از اين شبكه. شونداستفاده مي
كاربردهاي . شودهاي مختلفي استفاده ميكاربردهاي وسيع و حوزه

هاي صنعت، بندي تصوير در حوزهپردازش تصوير، پردازش گفتار، كلاسه
   ]. 3[ ها هستنداي از اين حوزهنمونهبهداشت و درمان 

از محاسبات % 90ارند و حدود ساختار لايه به لايه د CNNهاي شبكه
ها بيشتر شود هاي اين شبكههرچه تعداد لايه ]. 4[ ها، كانولوشن استآن

از طرفي براي . شودها بيشتر ميها، افزايش يابد، دقت آنو پارامترهاي آن
تر استفاده هاي در كاربردهاي بيشتر و پيچيدهاينكه بتوان از اين شبكه
  . ها بيشتر شودكرد، نياز است كه دقت آن

هاي آن بيشتر شود، به تبع آن تعداد تر و تعداد لايههرچه شبكه عميق
كه باعث افزايش پارامترهاي شب. شودپارامترهاي يادگيري نيز بيشتر مي

د و درنتيجه ممكن است كه حافظه داخلي گردافزايش نياز به حافظه مي
حافظه خارجي افزايش  نياز بهدر نتيجه باشد و نها كافي براي ذخيره داده

افزايش حركت داده  موجباز طرفي افزايش اندازه حافظه خارجي . يابدمي
تحقيقات نشان داده است كه  .شودبين واحدهاي محاسباتي و حافظه مي

به ترتيب  DRAMانرژي مصرفي و زمان دسترسي به حافظه خارجي 
از حافظه بنابراين كاهش استفاده . برابر حافظه داخلي است 10و  200

تواند بهبود انرژي و انتقالات به آن و حركت داده، مي DRAMخارجي
  ].5[مصرفي و كارايي را در پيش داشته باشد 

استفاده مجدد و حداكثري از داده در كليه سطوح سلسله مراتب حافظه، 
يكي از راهكارهاي مهم براي كاهش انرژي مصرفي و استفاده از حافظه 

هاي ها، ورودي، دادهانواع داده مانند وزن CNNدر شبكه . خارجي است
باتوجه به اينكه در  ].6[خروجي، وجود دارد هاي دادهاي و موقت بين لايه

چنين باتوجه به كدام سطح از حافظه از داده استفاده مجدد شود و هم
هاي مختلفي انتخاب نوع داده براي استفاده مجدد، ممكن است حالت

  . مختلفي در همين راستا انجام شده است ايجاد شود كه تحقيقات
در يك گروه از تحقيقات براي استفاده مجدد داده در سطح واحدهاي 

هاي مياني توليد شده، در رجيسترهاي ها و دادهپردازشي، گروهي از وزن
ها نهايت استفاده شوند و از آنمربوط به واحدهاي پردازشي، ذخيره مي

هاي پرتكرار ده از اين روش، به دليل اينكه دادهبا استفا ].9[تا  ]7[ شودمي
چنين حركت و هم اند، نياز به حافظه خارجيدر حافظه رجيستر ذخيره شده

  . يابدداده، كاهش مي
 

1. Convolutional Neural Network 
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  .نمودار تعداد استفاده مجدد از داده ورودي بر حسب اندازه كاشي : 1شكل 

  
يه به صورت لايه به لا CNNهاي در حالت عادي محاسبات شبكه

شوند، تا زمان هاي مياني كه توليد ميشود، در همين جهت دادهانجام مي
به دليل اينكه . اتمام محاسبات يك لايه، بايد در يك حافظه ذخيره شوند

هاي مياني توليد شده، زياد است، ممكن است در حافظه داخلي حجم داده
ا استفاده هكه سريع هستند، جا نشوند و از حافظه خارجي براي ذخيره آن

با تغيير  ،]11[و  ]10[ در همين جهت، در گروه ديگري از تحقيقات. شود
كردن محاسبات چند لايه باهم، حداكثر  ادغامهاي ورودي و ترتيب داده

اند و به هاي يك پنجره را در طول چند لايه داشتهاستفاده مجدد از داده
يه به لايه، انجام ها به صورت به ترتيب و لادليل اينكه محاسبات در آن

ها را هاي مياني توليد شده بين لايهشود، نياز به حافظه براي دادهنمي
  .  اندكاهش داده

، كانولوشن است و CNNهاي باتوجه به اينكه پايه محاسبات لايه
در نتيجه . حلقه تو در تو، تشكيل شده است 7محاسبات هرلايه از 

ها ممكن است، به ترتيب حلقه محاسبات آن، تكرارشونده است و با توجه
ها تغيير كنند كه در گروهي از تحقيقات با تمركز محاسبات و ترتيب داده

بر اين موضوع، زمانبند و ترتيب مناسب حلقه براي محاسبات يك لايه از 
CNN با كنترل جريان داده، چارچوبي ]13[ در ].12[ انددست آوردهرا به ،

 ]14[ در. كندينه براي محاسبات را ارائه ميارائه شده است كه زمانبندي به
با هدف بيشترين استفاده مجدد داده، زمابندي  CNNمحاسبات الگوريتم 

هاي حافظه خارجي به صورت فرمول شود كه در آن تعداد دسترسيمي
بهينه و ساختار  1ولي در آن مدل از اندازه كاشي. رياضي مدل شده است

چنين فرمول براي استفاده مجدد همو  است مناسب شبكه صحبتي نشده
  . اندپيشنهاد نكردهاز داده باتوجه به پيكربندي شبكه، 

هاي ورودي به اندازه اشاره شده است كه از داده ،]16[ و ]15[ در
شود و از آن به عنوان ضرب ابعاد كرنل وزن، استفاده مجدد ميحاصل

ندازه دقيق استفاده در حاليكه ا. انداستفاده مجدد كانولوشني ياد كرده
باتوجه به چنين به هم .مجدد از داده در مرزهاي تصوير عددي كمتر است

نتايج شبيه سازي انجام شده در گروه پژوهشي نويسندگان مقاله حاضر كه 
تواند در تعداد استفاده نشان داده شده، اندازه كاشي مي 1در نمودار شكل 

شكل به عنوان نمونه براي يك در اين . مجدد از داده تاثير داشته باشد
هاي ، براي اندازه كاشي3و گام برابر  10با اندازه كرنل  CNNلايه 

در همين جهت، در اين مقاله، تعداد . مختلف، نتايج گزارش شده است
به ساختار شبكه و پارامترهاي  دقيق استفاده مجدد از داده ورودي با توجه

چنين در ادامه با و همبندي به صورت رياضي، مدل شده است كاشي
سازي، ساختار بهينه شبكه و استفاده از فرمول رياضي در مساله بهينه

  .  آيدبندي به دست ميپارامترهاي كاشي
 

1. Tile 

  
  .]CNN ]7 سلسله مراتب حافظه در ساختار شتابدهنده  : 2شكل 

  

 
  .]Eyeriss  ]7داده در  ريمس : 3شكل 

  پيشين كارهاي - 2
 يبه صورت بلوك افزاريسخت بدهندهشتايك ، ساختار 2در شكل 

، سه سطح از حافظه 2در حالت كلي و با توجه به شكل . آورده شده است
، حافظه داخلي )off-chip DRAM( به صورت حافظه خارج تراشه

SRAM )Global buffer( و رجيستر فايل واحدهاي پردازشي)RF( ،
افزاري سختهاي مدل حافظه شتابدهندهتوان گفت كه و مي موجود است

  .  به صورت سلسله مراتبي است CNNهاي شبكه
استفاده مجدد از داده، باتوجه به اينكه در  براي كاهش انرژي مصرفي و

ي شود و نوع دادهكدام يك از سطوح حافظه از داده مجدد استفاده مي
در در تحقيقات انجام شده  . شودهاي مختلف ايجاد مياستفاده شده، حالت

 هاي مياني توليد شده درفيلترهاي وزن و يا خروجي ]19[تا  ]17[
ها به صورت حداكثر استفاده رجيسترها به صورت ثابت باقي مانده و از آن

ها تا زمان انجام شدن كل عملياتي كه نياز به طوري كه اين داده .شودمي
و با استفاده مجدد از  باقي مي مانندبه اين فيلترها دارند، در رجيسترها 

حافظه و حركت دسترسي به هاي پرتكرار در سطح رجيستر، نياز به ادهد
  .  اندداده را كاهش داده

پيشنهاد شده است كه با  Row Stationaryي مسير داده ]12[ در
توان استفاده مجدد داده براي انواع داده ورودي، وزن و استفاده از آن مي

در اين مسيرداده،  3 شكل با توجه به. هاي مياني را توامان داشتخروجي
بارگيري و ) filter row(هاي واحد پردازشي ها از قبل در حافظهوزن

 ifmap( دونشمي ها نيز به صورت مورب وارد شوند و وروديذخيره مي

row( هاي خروجي نيزو داده )psum row (شده هاي تعبيهدر حافظه
هاي ورودي داده از دادهبنابراين در اين مسير . شوندذخيره مي درون تراشه

چنين استفاده مجدد داده را در سطح ها استفاده مجدد شده و همو وزن
  . دنكنرجيستر و حافظه داخلي اعمال مي

- براي كاهش حركت داده و افزايش استفاده مجدد داده، داده ]13[در 
ترين سطح حافظه، يعني در ترين و سريعهاي مياني توليد شده، در پايين

ها نياز است، استفاده شوند تا هر چندبار كه به آنرها ذخيره ميرجيست
هاي سطح هاي ورودي نيز در ابتدا به صورت بلوكچنين دادههم. شوند

SRAM هاي ورودي در سطحاز داده، بدين ترتيب شوندپارتيشن مي 
  . شود ميحافظه مياني استفاده مجدد 
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  ].11[ هياز ادغام دو لا يمثال : 4شكل 

  
 چندلايه با ادغام، با ]20[و  ]11[، ]10[ ي ديگري از تحقيقاتدر دسته

اي از داده ورودي كه ها مانند يك لايه، از پنجرههم و در نظر گرفتن آن
شود كه بدين در حافظه مياني است، به طور كامل استفاده مجدد مي

لت در حا. مي يابدحافظه كاهش دسترسي به ترتيب حركت داده و نياز به 
ها به ترتيب انجام در شتابدهنده CNNهاي شبكه عادي، محاسبات لايه

د و سپس محاسبات وشمي شود، يعني ابتدا محاسبات يك لايه تمام مي
و مورد هاي مياني توليدشده براي همين داده. شودلايه بعدي شروع مي

شوند و مي در محاسبات لايه بعدي، در يك حافظه مياني ذخيره  نياز 
ها و به حافظه خارجي براي ذخيره آن استها زياد حجم اين دادهولا معم

مثالي از ادغام براي محاسبات دولايه نشان داده  4در شكل  .ستانياز 
هايي از هر ها، ابتدا پنجرهبراي انجام محاسبات در ادغام لايه. شده است

. شودياند، مشخص ملايه كه در توليد هر پيكسل از لايه آخر، نقش داشته
شود كه براي پيكسل مشكي و نيز مشاهده مي 4همين موضوع در شكل 

اند، ها نقش داشتههايي كه در توليد آنقرمز از آخرين لايه از ادغام، پنجره
بعد از . شودشود كه به آن اصطلاحاً هرم گفته ميدر هر لايه مشخص مي

ها در يب پنجرهها مشخص شدند، با تغيير ترتاينكه در اولين لايه پنجره
شود و لايه اول، محاسبات يك پيكسل از خروجي تا لايه آخر انجام مي

  . هاي مياني نيستديگر نياز به حافظه براي ذخيره داده
ح حافظه، استفاده مجدد از و، سعي شده است كه در كليه سط]14[ در

حافظه را به به هاي تعداد دسترسيبراي اين منظور  .داده حداكثر شود
و سپس با استفاده از فرمول  مي كنندرت يك فرمول رياضي مدل صو

كه تعداد كنند استخراج ميها و محاسبات را رياضي، ترتيبي از حلقه
نشان داده شده  5شكل همانگونه كه در. شودحداقل به حافظه ها دسترسي

تودرتو تشكيل شده  يهااز حلقه CNNعمليات يك لايه از شبكه است، 
ها در استفاده ، در ابتدا با توجه به تاثير هر يك از حلقه]14[در . است

و سپس الگوهايي از استفاده مي شوند بندي ها تقسيممجدد داده، حلقه
و در نهايت با مي كنند ها استخراج مجدد از داده را باتوجه به ترتيب حلقه

محاسبات ، نحوه انجام ها و هاي مختلفي از حلقهدر نظر گرفتن ترتيب
  . آورندرا به دست مي ها به حافظهداد دسترسيتع

، فرمول دقيق رياضي برحسب اندازه كاشي يا بلوك، ]14[ اما مقاله
چنين ارتباط بين استفاده مجدد از داده و است و هم نكردهپيشنهاد 

  .، مطرح نشده استنيز يك لايه از شبكه پارامترهاي پيكربندي

  
  ].14[ تودرتو هايبا حلقه CNNاز  هيلا كيمحاسبات  : 5شكل 

  
-هاي لايه درنظر گرفتهاندازه كاشي را محدود به سطح حلقه ، ]16[ در

اما در مدل . اندهاي درون كاشي نهايت استفاده را كردهاند و سپس از داده
تواند ها نيست و ميپيشنهادي ما، اندازه كاشي فقط محدود به سطح حلقه

براي  ها دركاشيما با نگهداري دادههر مقداري داشته باشد، از طرفي 
ها داريم كه با افزايش آن هاي بعدي، استفاده مجدد بيشتري از دادهحلقه

  . يابدتعداد دسترسي به حافظه خارجي كاهش مي

   اوليه مفاهيم و انگيزه - 3
چنين ، توضيحاتي در رابطه با انگيزه پژوهش و همبخشدر اين 

   .مفاهيم اوليه، شرح داده شده است
  انگيزه و مفاهيم اوليه  1- 3

ها در كاربردهاي و استفاده از آن CNNهاي براي افزايش دقت شبكه
تر ها بيشتر شده و شبكه عميقهاي آنپيچيده، نياز است كه تعداد لايه

شود، حجم پارامترها و محاسبات نيز ها بيشتر ميزماني كه تعداد لايه. شود
. شوداده و نياز به حافظه نيز بيشتر مييابد در نتيجه حركت دافزايش مي

هاي خروجي و معمولا حجم حافظه داخلي محدود است و براي ذخيره داده
زمان دسترسي و انرژي . مياني توليد شده نياز به حافظه خارجي است

مصرفي به حافظه خارجي بسيار بيشتر از حافظه داخلي است و روشي كه 
تواند تاثير زيادي در كاهش دهد، مي بتواند مراجعات به حافظه خارجي را

  . بهبود انرژي مصرفي داشته باشد
يكي از راهكارهاي اصلي براي كاهش انرژي مصرفي، استفاده مجدد از 

بندي، تكنيكي است كه كاشي. توان استهاي داخلي و كمداده در حافظه
از گيري از اصل محليت، استفاده مجدد توان با بهرهبا استفاده از آن مي

داده در سطح حلقه و زمابندي را داشت كه در اين مقاله، يك فرمول 
رياضي دقيق براي تعداد استفاده مجدد داده بر حسب اندازه كاشي و 

هاي مقاله ما، به شرح نوآوري. تپارامترهاي شبكه پيشنهاد شده اس
  :است  زير

تعداد استفاده مجدد مدل كردن ارائه يك فرمول رياضي دقيق براي  -
داده بر حسب اندازه كاشي و پارامترهاي ساختاري يك لايه از  از

 .شبكه

استفاده از فرمول پيشنهادي براي يافتن اندازه كاشي بهينه با هدف  -
  .بيشترين تعداد استفاده مجدد از دادهافزايش 

  .و كاهش فضاي حالت ي مجازهامحدود كردن سايز كاشي -

  مفاهيم اوليه  2- 3
در رابطه با مفاهيم لازم و اوليه آورده شده  در اين قسمت توضيحاتي

  . است
 CNNهاي عصبي شبكه 1- 2- 3

هاي عصبي مهم هستند كه به وفور در كاربردهايي اي از شبكهنمونه
  از جمله كاربردهاي . شوندها ساختاريافته است، استفاده ميكه ورودي آن
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  ].21[ يكانولوشن هيلا كيساختار  : 6شكل 

  

  
  .تماماً متصل هيلا سه : 7شكل 

  
توان، پردازش تصوير، پردازش زبان طبيعي، سنسورهاي هوشمند و آن مي

اي دارند و عمليات اصلي ساختار لايه CNNهاي شبكه. پزشكي را نام برد
  . ها كانولوشن استآن

 وروديهاي مهم از هاي كانولوشني، ويژگيها ابتدا در لايهدر اين شبكه
هاي تماما متصل شود و سپس در لايهتخراج ميمانند بافت و لبه اس

در ادامه توضيحاتي در . شودها انجام ميبندي بر اساس ويژگيكلاسه
  . شبكه آورده شده استاين رابطه با اجزاي 

هاي لايه CNNهاي اجزا اصلي شبكه: هاي كانولوشنيلايه -
هاي ها نقشه، در اين لايه6باتوجه به شكل. كانولوشني هستند

ژگي خروجي با كانوالو شدن فيلترهاي وزن در تصوير ورودي وي
ها از روي تصوير شوند كه در نهايت يكسري ويژگيايجاد مي

بايد توجه داشت كه هر يك از فيلترهاي وزن كه . شوداستخراج مي
ها قابل يادگيري است، ويژگي خاصي از تصوير را پارامترهاي آن
 .كنندي در خروجي ايجاد ميكنند و يك صفحه دو بعداستخراج مي

هاي اصلي است كه هدف آن يكي از لايه: 1آوريهاي جمعلايه -
ها با حفظ درواقع در اين لايه. كاهش ابعاد نقشه ويژگي است

. يابداطلاعات مهم از نقشه ويژگي، محاسبات و ابعاد كاهش مي
نيز  2برازشتوان از پيشها ميچنين با استفاده از اين لايههم
 .وگيري نمودجل

هايي هستند كه در ، لايه7با توجه به شكل : 3هاي تماماً متصللايه -
هاي لايه بعدي و قبلي هاي يك لايه به همه نورونها، نورونآن

هاي ، پس از اينكه با استفاده از لايهCNNدر شبكه . متصل هستند
هاي مهم استخراج شدند و توسط آوري، ويژگيكانولوشني و جمع

هاي تماماً متصل كلاسه موزش ديدند، با استفاده از لايهشبكه آ
 . شوندبندي ميبندي و تقسيم

 

1. Pooling 

2. Overfitting 

3. Fully Connected 

  
  ].10[ بندييكاششيوه  : 8شكل 

  

  
  ].7[ يكانولوشن هيلا كيمحاسبات  : 9شكل 

 

هاي ويژگي براي كنترل ابعاد نقشه هي است كاشيوه :4گذاريحاشيه -
اضافي در  هايسلشود و به معناي اضافه كردن پيكاستفاده مي

اطراف مرزهاي تصوير ورودي است و قبل از عمليات كانولوشن به 
توان اطلاعات با استفاده از اين تكنيك مي. شودتصوير اضافه مي

  . مهم و ابعاد خروجي را حفظ و كنترل نمود
سازي استفاده از حافظه و بهينهتكنيكي است كه براي  :5بنديكاشي -

ن تكنيك داده ي، در ا8با توجه به شكل . شودكارايي استفاده مي
شود كه به اين هاي كوچكي پارتيشن ميبزرگ و حجيم به بلوك

ها شكسته شده و به صورت شود و پردازشها كاشي گفته ميبلوك
با استفاده از اين تكنيك، به دليل . شودكاشي به كاشي انجام مي

اند، رگيري شدههايي كه نزديك و همسايه هم هستند، بااينكه داده
ها تا زماني چنين دادههم. توان از اصل محليت مكاني بهره بردمي

مانند در نتيجه از ها نهايت استفاده شود، در كاشي باقي ميكه از آن
 .  توان بهره برداصل محليت زماني نيز مي

هاي عصبي هاي شبكهساختار شتابدهنده: 6استفاده مجدد از داده -
CNN سطح كلي حافظه، رجيسترفايل، حافظه داخلي  معمولا از سه

SRAM  و حافظه خارجيDRAM بهتر است . تشكيل شده است
هاي ها پرتكرار است در حافظههايي كه استفاده از آنكه داده

ها به صورت تر و با انرژي مصرفي كمتر، ذخيره شوند و از آنسريع
ند و حداكثري استفاده مجدد شود تا نياز به حافظه خارجي ك

با توجه به اينكه در كدام يك از سطوح حافظه . پرانرژي كاهش يابد
-استفاده مجدد شود و اينكه از كدام نوع از داده، استفاده مجدد مي

، محاسبات 5باتوجه به شكل .دهدرخ مي هاي متفاوتيشود، حالت
هاي تو در تو است و در نتيجه به ي كانولوشن به صورت حلقهلايه

هاي وزن و وروي به تكراري بودن عمليات، از دادهدليل خاصيت 
 . شودصورت متناوب استفاده مي

 

4. Padding 

5. Tiling 

6. Data Reuse 
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  )الف(                  )ب(             )ج(                 )د(       

  .يو تعداد استفاده از هر المان از كاش يكاش كيكانولوشن  اتيعمل : 10 شكل
  

اگر . است ، محاسبات يك لايه كانولوشني آورده شده9در شكل   -
هاي در نظر گرفته شود، از هر كدام از پيكسل R×Rابعاد فيلتر وزن 
توجه به  چنين باهم. شودمرتبه، استفاده مي R×R ورودي تقريباً

هاي خروجي، كل فيلترهاي اينكه براي توليد هر يك از پيكسل
مرتبه استفاده  E×Eاند، از هر فيلتر وزن به اندازه وزن تاثير داشته

كانال ورودي، دو  Nاز طرفي از هر فيلتر وزن به اندازه . ودشمي
فيلتر در يك لايه باشد، به  Mچنين اگر هم. شودمرتبه استفاده مي

  .  شودبار از هر پيكسل ورودي، دوباره استفاده مي Mتعداد 

  سازيبهينه و داده مجدد استفاده رياضي مدل - 4
 آورده شده است توضيحاتي در رابطه با مدل رياضي بخشدر اين 

سازي مساله براي داشتن حداكثر استفاده سپس اطلاعاتي درباره بهينه
  . مجدد از داده آورده شده است

پيشنهادي براي محاسبه تعداد مدل رياضي  1- 4
  استفاده مجدد از داده 

در . رسم شده است CNN، يك لايه دوبعدي از شبكه 10در شكل 
و اندازه فيلتر وزن برابر با  1گام  هنداز، ا5×5ابعاد كاشي ورودي  لايهاين 

هاي داخل يك براي اينكه مشخص شود كه از پيكسل. باشدمي 3×3
شود، بايد روال اجراي محاسبات لايه، دنبال كاشي چند بار استفاده مي
در مرحله اول، كرنل وزن با . ها محاسبه شودشود و تعداد استفاده از المان

هاي شود و از هر كدام از المانكانوالو مي از ورودي 3 در 3يك پنجره 
كه مرحله  )ج( شود و در حالتپنجره ورودي به اندازه يك بار استفاده مي

- بعديست، كرنل به اندازه گام روي تصوير ورودي شيفت داشته و پيكسل
ها استفاده شد، دوباره استفاده هايي از ورودي كه در مرحله قبل نيز از آن

رتيب بعد از تمام شدن كل عمليات كانولوشن كرنل با بدين ت. شوندمي
 مشخص شده است كه تعداد استفاده از هريك از )د( حالت كاشي، در
ها، در اين تعداد كل استفاده از پيكسل. هاي ورودي چقدر استپيكسل

) د(در جايگاه هر پيكسل در مثال خاص، حاصل جمع اعداد نوشته شده 
  . است

t اي يك لايه اندازه كاشي برابردر حالت كلي، اگر بر t  باشد و
kاندازه كرنل وزن برابر  k و گام برابرs هاي تعداد پيكسل. باشد

  : آيد،  به دست مي)1( شوند ازهاي درون كاشي توليد ميخروجي كه داده

t
t k

No
s


 1 )1(  

kهاي خروجي تعدادبراي هركدام از پيكسل k  المان ورودي
 هاي يك كاشي ازاستفاده شده است، بنابراين تعداد كل استفاده از پيكسل

  : آيدبه دست مي )2(

  
    )ب(      )الف(   

  .يكاش هاياستفاده مجدد از داده : 11شكل 
 

. . . .T t t

t k
Use No No k k k

s

    
 

2
21  )2(  

بندي در حالت كلي دو نوع از استفاده مجدد از داده با استفاده از كاشي
  : وجود دارد كه در ادامه آورده شده است

  زماني كه : ها بعد از اولين بارگيري از حافظه استفاده از داده -
گيرند، شوند و داخل كاشي قرار ميها از حافظه بارگيري ميداده

ممكن است كه از هر پيكسل چندين بار  ،ج -10باتوجه به شكل 
، به )2(هاي داخل كاشي از كل تعداد استفاده از داده. استفاده شود
اما از طرفي به دليل اينكه هدف اصلي محاسبه . آيددست مي

tتعداد استفاده مجدد است، پس به اندازه t  از تعداد استفاده
ن تعداد استفاده مجدد در اين حالت از بنابراي. كل، بايد كم شود

 . آيددست مي ، به)3(

. .T T
t k

Reuse Use t t k t
s

      
 

2
2 21  )3(  

زماني كه كه : ها بعد از دومين بارگيري از حافظه استفاده از داده -
شوند و در هاي سري جديد از حافظه خارجي بارگيري ميداده

اند دوباره هاي قبلي كه در كاشي بودهاز داده گيرند،كاشي قرار مي
، اگر جهت حركت كرنل بر 11با توجه به شكل . شوداستفاده مي

روي تنسور ورودي به صورت افقي باشد، مانند حالت الف، از 
k s شود و اگرجهت حركت مانند ستون دوباره استفاده مي

kحالت ب باشد، از  s شودرديف، دوباره استفاده مي. 
هايي هستند كه درون كاشي باقي ، داده11 شكل صورتي در نواحي

هاي جديد پر شوند و بقيه ناحيه كاشي با دادهمانده و دوباره استفاده مي
k, ، با در نظر گرفتن12باتوجه به شكل . شوندمي t 3 s  و 5  1  

مانند هاي كاشي، در كاشي باقي ميستون از داده 2تعداد به عنوان نمونه، 
در تصوير مشخص است كه  .شوندهاي جديد پر ميها با دادهو بقيه ستون

  . شودهاي اين دو ستون، چندبار استفاده مياز داده
هايي كه در كاشي باقي براي اينكه تعداد دقيق استفاده مجدد از داده

 محاسبه شودها اند، حساب شود، بايد تعداد امكان استفاده از اين دادهدهمان
  . آيدبا توجه به پارامترهاي ساختاري شبكه به دست مي اين امكان كه
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  .يكاش هاياستفاده مجدد از داده : 12شكل 

  

  
  .گذاري باتوجه به اندازه كاشيحاشيه : 13شكل 

  
 ستون k-sبه طور كامل و تعداد ) ونست( رديف tاينكه تعداد  باتوجه به

هاي محدوده ماند، بايد تعداد استفاده ازدادهباقي مي ، در كاشي)رديف(
.( )t k s ها در راستاي ستونتعداد استفاده از داده. را محاسبه كرد 

  . آيدبه دست مي) 4(از ) رديف(
.( ) .( ) ... .( )

where

partialUse k k s k k s k k is

k
i

s

      



2
 )4(  

زماني كه  ،)ستون( هاي در راستاي رديفاستفاده از داده ، تعداد)4(در 
kكرنل با ابعاد  k به تعداد i حال . شودبار بر پنجره ورودي ضرب مي

 رديف داده وجود tبه دليل اينكه در ابعاد ديگر كاشي، به اندازه كامل و
 بر ، براtهاي خروجي توليدشده با كاشي، تعداد داده)1(دارد، با استفاده از 

tNo  است و محاسبات به اندازهtNo در نتيجه تعداد . شودبار تكرار مي
در حالت كلي تعداد كل . شودمي  partialUse برابر tNoها نيز، داده

ها استفاده مانند و دوباره از آنهايي كه در كاشي باقي مياستفاده از داده
  . آيد، به دست مي)5(شود، از مي

. .[( ) .( ) ...

.( )]

where

reload tUse No k k s k k s

k k is

k
i

s

     




2
 )5(  

بخش قبلي، تعداد  در دو: كل استفاده مجدد از دادهمحاسبه تعداد 
هاي بعد از يك بار بارگيري شدن داده در كاشي استفاده از داده را در حالت

) 3(و بعد از اولين بار، محاسبه شد كه تعداد كل استفاده مجدد از داده از  
 ، آورده شده است)6(آيد كه در دست مي)  5(و 

. . .[( )

( ) ... ( )

T load reload

t

Reuse Reuse Use

t k
k t No k k s

s

k s k s

 

       
 

   

2
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2 2
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   الگوريتم پيشنهاديو  هاي مجازانتخاب كاشي 2- 4
هايي به عنوان مجاز كاشي سازي،براي كاهش فضاي حالت براي بهينه

  ها و توليد خروجي هاي آناند كه براي محاسبات دادهانتخاب شده
  اگر   عددي  مثال  يك  در  .نباشد نيازي ورودي داده  در  گذاري حاشيه  به

  
  .يكاش نهياندازه به افتني تميالگور : 14شكل 

  
  ).S( گام و) k(اندازه بهينه كاشي بر اساس پارامترهاي اندازه كرنل   :1جدول 

  

 ينه كاشيبه اندازه  اندازه گام  اندازه كرنل
6  1  15  
6  2  26  
6  5  56  
13  1  21  
13  8  93  
5  1  14  
5  2  25  

  
k, كاشي برابراندازه  t 3 s و 6  توجه به  با. انتخاب شود 2
ن ود، در سومين تكرار كرنل بر روي تصوير ورودي، نياز به افز13 شكل

كه درواقع باعث . يك ستون با مقدار صفربراي محاسبه خروجي است
  . شود ولي داده صحيح نداردحافظه مي افزايش حجم

 گذاري در اطراف تصويريهدر همين جهت، براي جلوگيري از ايجاد حاش
، بايد سايز كاشي طوري انتخاب شود كه و كم كردن حافظه و محاسبات

t ، مقدار)1(واقع بايد در  در .گذاري ايجاد نشودحاشيه k  برs 
  . باشد تا حاشيه ايجاد نشود پذير بخش

when ( )tileTile valid t - k %s = 0  )7(  

و  شوندهاي مجاز انتخاب ميها، كاشياز بين كاشي ،)7(با استفاده از 
  . شودكاشي انتخاب ميبهينه  اندازه، 14 با استفاده از الگوريتم شكلسپس 

هاي مجاز به طوريكه نياز به ، در ابتدا سايزكاشيپيشنهادي در الگوريتم
براي ) 6(از آيد و سپس با استفاده گذاري نباشد، به دست ميحاشيه
اي به عنوان شود و كاشيها، تعداد استفاده مجدد داده حساب ميكاشي

تعداد آن با زياد شدن اندازه كاشي، شود كه بعد از كاشي بهينه انتخاب مي
  . باشد% 10افزايش استفاده از داده، كمتر از 

، براي هر پيكربندي از پيشنهادي باتوجه به الگوريتم و مدل رياضي
  . آيدكه ، كاشي بهينه به دست ميلايه شب

) بر اساس پارامترهاي گامرا اندازه كاشي بهينه  )s و كرنل ( )k  به
باتوجه به نتايج، . آورده شده است ،1 در جدولدست آورديم كه نتايج آن 

باشد، اندازه  يك توان استنتاج نمود كه هرچه گام كوچكتر و نزديك بهمي
كاشي بهينه نيز كوچكتر است، زيرا زماني كه اندازه گام نزديك يك است، 

شوند زياد شده و هايي از ورودي كه پردازش ميپوشاني بين پنجرههم
 برايبراي همين اندازه كاشي كوچك . شودها نيز، زياد مياستفاده از داده
ه اندازه گام بزرگتر شده و به اما زماني ك. استكافي ها استفاده از داده

ها كاهش داشته و درواقع تعداد پوشانيشود، هماندازه كرنل نزديك مي
تعداد استفاده افزايش درنتيجه براي . يابداستفاده از هر داده كاهش مي

هاي پوشانيتا بتواند هم وداندازه كاشي بزرگتر ش بايداز داده،  مجدد
   .بيشتري را در خود نگهداري كند



  1404 ييزاپ، 3، شماره 23سال  ،وتريامپك يمهندس - ب ران،يوتر ايامپك يبرق و مهندس يه مهندسينشر                                                                                             206

 

   
  )ج(               )ب(                )الف(           

براي لايه با اندازه ) ج(، 2اندازه گام  و 5براي لايه با اندازه كرنل ) ب(، 1و اندازه گام  9براي لايه با اندازه كرنل ) الف(، نمودارتعداد استفاده مجدد از داده برحسب اندازه كاشي: 15شكل 
  .3واندازه گام  13كرنل 

  
  .مشهور CNN هايكرنل در شبكه نيشترياندازه ب  :2 جدول

  

  اندازه كرنل  شبكه
AlexNet 11  ×11  
VGGNet  3  ×3  

ResNet  7  ×7  
GoogleNet  5  ×5  
MobileNet  3  ×3  
Xception 3  ×3  
NasNet 7  ×7  

SqueezeNet 3  ×3  

  
  سازي سازي و روش بهينهشبيه 3- 4

استفاده مجدد از داده بر حسب اندازه ، تعداد دقيق 1-4 در قسمت
براي . كاشي و پارامترهاي شبكه، به صورت فرمول رياضي مدل شد

سازي و تعداد سنجي فرمول، يك لايه از شبكه شبيهارزيابي و صحت
دد حاصله از عاستفاده از پيكسل از كاشي، با شمارنده، شمارش شد كه با ا

  نيز صحيح بود و  چنين خروجي لايههم. فرمول، تطابق داشت
  .  سنجي انجام شدصحت

هاي مجاز ، كاشي)7(استفاده از  كاشي بهينه، ابتدا با اندازهبراي انتخاب 
ها تعداد استفاده مجدد داده آيد و سپس براي هركدام از كاشيبه دست مي

شود كه آيد و كاشي به عنوان كاشي بهينه انتخاب ميبه دست مي) 7(از 
ايش اندازه كاشي، تعداد استفاده مجدد از داده، كمتر از افز بعد از آن با

  . كاهش داشته باشد% 10

   نتايج - 5
  .ها آورده شده استسازي، نتايج و شبيهبخشدر اين 

رابطه تعداد استفاده مجدد داده بر حسب اندازه  1- 5
  كاشي 

براي بررسي تاثير اندازه كاشي بر تعداد استفاده مجدد از داده، براي 
، تعداد استفاده مجدد داده به دست )6( هاي مختلف، با استفاده ازيپيكربند

در اين . ، آورده شده است15 ها در شكل اي از نمودار آنآمد كه نمونه
، و گام k ها با اندازه كرنل هاي مختلف از لايه نمودارها براي پيكربندي

sه شده استبساحمعنوانشان نوشته شده، استفاده مجدد داده  ، كه در.  
  .مختلف هاي يكربنديبر اندازه كرنل در پ ينسبت اندازه كاش نيانگيم  :3 جدول 

  

  گاماندازه   اندازه كرنل  نسبت ميانگين
37/2  17، ...،1،2  1  
40/3  17 ، ...،2،3  2  

30/4  17 ، ...،3،4  3  
13/5  17 ، ...،4،5  4  
80/5  17 ، ...،5،6  5  
30/6  17 ، ...،6،7  6  
90/6  17 ، ...،7،8  7  
  ميانگين  88/4

  
نقطه مشترك همه اين نمودارها صعودي بودن تعداد استفاده مجدد 

ازطرفي با افزايش اندازه كاشي، زمان . داده با زياد شدن اندازه كاشي، است
اجراي  يابد كه ممكن است زمانها افزايش ميكافي براي پردازش داده

تر شده ها سختها و پردازش آنچنين كنترل دادههم. كل را افزايش دهد
سايز . و ممكن است كه عدم تعادل بين واحدهاي پردازشي، ايجاد شود

تر نياز به حافظه بزرگتر نيز دارد كه معمولا محدوديت حافظه كاشي بزرگ
توجه به دلايل با. يابدوجود دارد و زمان دسترسي به حافظه نيز افزايش مي

گفته شده، بهتر است كه سايز كاشي بهينه طوري انتخاب شود كه هم 
تعداد استفاده مجدد از داده عدد قابل قبولي باشد و هم اينكه اندازه كاشي، 

در همين جهت، الگوريتمي براي انتخاب اندازه كاشي . خيلي بزرگ نباشد
   .ده استايم كه در قسمت بعدي آورده شبهينه، پيشنهاد كرده

  تاثير اندازه كرنل بر كاشي بهينه  2- 5
هاي شبكههاي در بين لايه بيشترين اندازه كرنلميزان ، 2در جدول 

با توجه به اين جدول، مشخص است . را گزارش شده است CNNمشهور 
در همين جهت براي بررسي تاثير . است 11×11كه بيشترين اندازه كرنل 

هاي مختلف از گام، اندازه  بهينه، براي حالتكرنل بر اندازه كاشي اندازه 
  . يمدر نظر گرفت 17تا  3از  را كرنل

اندازه كاشي بهينه بر اساس اندازه كرنل را باتوجه به الگوريتم 
، نمودارهاي مربوط به آن، 16پيشنهادي به دست آورديم كه در شكل 

  مختلف و براي  هاينمودارها به ازاي كرنل. نمايش داده شده است
  .هاي ثابت رسم شده استگام

هاي  ، اندازه كاشي بهينه بر حسب كرنل)د(تا ) الف(در نمودارهاي 
  به دست آمده و ) 6(، با استفاده از رابطه 9و  7، 5، 1مختلف و گام ثابت 
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  )ب(               )الف(         

  
  )د(               )ج(         

  ، 1گام ) الف(، هاي مختلفبرحسب كرنل نمودارهاي اندازه كاشي بهينه: 16شكل 
  .9گام ) د(، و  7گام ) ج(، 5گام ) ب(

  
اين نمودارها با افزايش مقدار كرنل، اندازه كاشي  همهدر . رسم شده است

اما نكته قابل توجه اين است كه تقريبا كل . يابدمجاز نيز افزايش مي
نسبت  ريباًبه عبارت ديگر تق. نمودارها شيب يكسان و ثابتي دارند

( )OptimumTile KernelSize در هر نمودار عدد يكساني است .  
 هاي مختلف پيكربندياز همين رو جهت بررسي بيشتر، براي حالت

، 3كرنل و گام، ميانگين نسبت را محاسبه كرديم كه نتيجه آن در جدول 
كل اندازه  ها ودر اين جدول براي هريك از اندازه گام. آورده شده است

، نسبت اندازه كاشي بهينه به كرنل را 17×17هاي ممكن كوچكتر از كرنل
براي مثال عدد . به دست آورديم و ميانگين اين اعداد را حساب كرديم

براي گام يك، نشاندهنده اين است كه ميانگين نسبت اندازه كاشي  37/2
تا  2ندازه كرنل از هايي با گام يك و ابهينه به اندازه كرنل براي پيكربندي

   .شده است 37/2، برابر با 17
، نسبت اندازه كاشي بهينه بر حسب اندازه كرنل، 3باتوجه به جدول 

زيرا با . شوددهد كه اندازه كاشي بهينه، با افزايش گام، بزرگتر مينشان مي
ها كاهش داشته و تعداد استفاده از هر پوشانيبزرگتر شدن اندازه گام، هم

  در نتيجه بايد اندازه كاشي بزرگتر باشد تا بتواند، . يابدهش ميداده كا
  . هاي بيشتري را پوشش دهد و استفاده از داده افزايش يابدپوشانيهم

ها گزارش كرديم كه اين در ستون آخر نيز ميانگين كل را براي نسبت
دهد كه اندازه كاشي بهينه به طور است و نشان مي 5عدد نيز نزديك 

برابر اندازه كرنل است تا تعداد استفاده مجدد از داده بهينه شود  5ين ميانگ
ودرواقع نيازي نيست كه اندازه كاشي خيلي بزرگ باشد كه در اين صورت 

  . فقط بارحافظه دارد و تاثيري در تعداد استفاده مجدد از داده ندارد

  قبلي روش با مقايسه - 6
كه  AlexNetو  LeNetهاي هايي از شبكهدراين قسمت براي لايه

مان بندي هستند، تعداد استفاده مجدد از داده مدل پيشنهاديبراي كلاسه
. ايمدر جدول ، نتايج مربوطه را گزارش كرده. را، مقايسه كرديم ]16[ و

و براي ] 16[ ها، اندازه كاشي باتوجه به محدوديت در مرجعبراي لايه
  . ي يك بعد از خروجي، انتخاب شده استسطح حلقه

  .AlexNetو  LeNetهايي از تعداد استفاده مجدد از داده در لايه  :4 جدول
  

كاشي اندازه لايه پيشنهادي مدل ]16[  بهبود درصد 
1LENET.LAYER   

( , , )Ni k s  32 5 1  32 ×  5  700 2100  67%  

2LENET.LAYER   
( , , )Ni k s  14 5 1  14 ×  5  250 750  66%  

1ALEXNET.LAYER 
( , , )Ni k s  227 11 4 227 ×  11 6655 12705  47%  

1ALEXNET.LAYER   
( , , )Ni k s  27 5 1 

27 ×  5  575 3105  81%  

  
، قابل مشاهده است كه تعداد استفاده 4هاي جدول توجه به داده با

ها داخل كاشي مجدد از داده با مدل پيشنهادي ما، به دليل اينكه داده
افزايش داشته است و هرچه از داده % 50شوند، بيشتر از ي مينگهدار

  . وري انرژي نيز، بيشتر استبيشتر استفاده شود، بهره

   گيرينتيجه - 7
هاي عصبي عميق هستند اي از شبكه، نمونهCNNهاي عصبي شبكه

هاي مختلفي مانند، پردازش تصوير، زبان طبيعي، پزشكي و كه در زمينه
براي  ها و تعداد پارامترهابا افزايش لايه. كاربرد دارندبسيار موارد ديگر 

، حركت داده در شبكه زياد شده و نياز به حافظه نيز براي  بهبود دقت
در بيشتر موارد حافظه . شودهاي مياني توليد شده، بيشتر ميذخيره داده

نياز است  DRAMداخلي براي ذخيره كافي نيست و به حافظه خارجي 
  . يابدفي به شدت افزايش ميانرژي مصر كه

استفاده از حافظه خارجي، بهتر كاهش براي كاهش انرژي مصرفي و 
ما . ها در هر يك از سطوح حافظه، بيشترين استفاده شوداست كه از داده

 بر حسب اندازه كاشي و را در اين مقاله، تعداد استفاده مجدد از داده
ل كرديم كه با استفاده از پارامترهاي لايه از شبكه به صورت رياضي مد

توان تعداد استفاده مجدد از داده را به طور مدل رياضي پيشنهادي مي
هاي مجاز كه با استفاده از در ادامه با انتخاب كاشي. دقيق به دست آورد

گذاري نباشد، فضاي حالت را كاهش داديم و با استفاده ها نياز به حاشيهآن
ي هر يك از پارامترهاي يك لايه از شبكه، از الگوريتم پيشنهادي خود، برا

سايز كاشي بهينه براي داشتن بيشترين استفاده مجدد از داده، استخراج 
چنين رابطه اندازه كاشي بهينه بر اساس اندازه گام و اندازه هم. كرديم

كرنل را نيز به دست آورديم كه اين رابطه نشان داد كه اندازه كاشي بهينه 
  .برابر اندازه كرنل در شبكه است 5به طور ميانگين 
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برق خود را از دانشگاه  يمهندس يمدرك كارشناس 1395در سال  يديص ايسوف
برق خود را از همان  يارشد مهندس يمدرك كارشناس 1397زنجان و در سال  يسراسر

در  يوتريكامپ هايستميس يمعمار يد دوره دكتروار 1398از سال . كرد افتيدانشگاه در
 يمدارها يشامل موضوعات طراح يو قهمورد علا يعلم هاينهيزم. دانشگاه تهران شد

 يهاشبكه هايبهبود حافظه در شتابدهنده ،يبيمحاسبات تقر هايبلوك تال،يجيد
   يو مهندس يعصب هايشبكه افزاريسخت سازيادهيپ وتر،يكامپ يمعمار ،يعصب
  .افزار استنرم
  

از  1380را در سال  وتريكامپ يمهندس يمدرك كارشناس نسب  يصالح يمصطف
از  1382را در سال  وتريكامپ ييارشد مهندس يمدرك كارشناس نيدانشگاه تهران و همچن

 يمهندس يمدرك دكتر 1389در سال  ايشان. كرد افتيدر ريركبيام يدانشگاه صنعت
در دانشكده  اريحاضر به عنوان استاد لكرد و در حا افتيران دررا از دانشگاه ته وتريكامپ

او شامل  يقاتيتحق قيعلا. دانشگاه تهران مشغول به كار است وتريبرق و كامپ يمهندس
افزار و نرم /افزارسخت يطراحنهفته، هم هايستميس يطراح وتر،يكامپ يمعمار

 شگاهيآزما يسرپرست وي. است قيعم يعصب يهاشبكه يهاشتابدهنده يساز ادهيپ
دانشگاه  وتريبرق و كامپ يرا در دانشكده مهندس يا هستهنهفته چند يهاستميس يوهشپژ

 . تهران برعهده دارد
  




