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مقاله پژوهشي

  ها مجموعه داده يساز متوازن كرديبا رو نهيسرطان س صيتشخ
  يعباس نبيز

  
وجود  ها، يماريخودكار ب صيبزرگ در تشخ يها از چالش يكي :دهيكچ

داده، باعث شكست  يها عدم توازن در كلاس. نامتوازن است يها مجموعه داده
پژوهش  نيا. ودش يم يصيتشخ يها ستميتوسط س يماريب حيصح صيدر تشخ

 هيداده كه بر پا شنهاديها پ نمونه يانتخاب و متوازن ساز يبرا يديجد تميالگور
 ،يشنهاديپ تميدر الگور. است ،يژگيانتخاب و تميالگور كي، ReliefF تميالگور

و كلاس مخالف،  يهمكلاس يها ها بر اساس شاخص مشابهت با نمونه ابتدا نمونه
  ها، مجموعه داده آن  ها بر اساس وزن نمونه يبند پس از رتبه. شوند يم يده وزن

ارائه شده  تميالگور. شود يمتوازن مندهيفزا يبردار با استفاده از روش نمونه
و  يو عدد يا رشته يهاچند كلاسه و انواع داده يها كار با مجموعه داده ييتوانا

محاسبات به طور  امكان انجام ليبه دل ن،يعلاوه بر ا. مفقود را دارد ريوجود مقاد
 يها تميالگور رينسبت به سا تريكم يهر نمونه، سربار محاسبات يبرا يمواز

ها را به طور كامل متوازن كرده و  داده تواند يم  تميالگور نيا. دارد  يساز متوازن
سه مجموعه سرطان  يرو يشنهاديپ تميالگور. كند ريرا تكث تيبا اهم يها نمونه

 نيسكانسيو نهيسرطان س يصيمجموعه تشخ ،(WBCD) نيسكانسيو نهيس
(WDBCD) نهيو مجموعه سرطان س SEER  است و سپس  شدهاجرا

 جينتا. شدند يبند طبقهمختلف  يهاتميمتوازن شده با الگور يها مجموعه
 صيتشخ صحت شيو افزا يشنهاديروش پ ييدهنده كارانشان يبند طبقه

  .هستند يماريب
  
 صي، تشخoversampling نده،يفزا يبردار ، نمونهنامتوازن يها داده :دواژهيكل

  .يماريخودكار ب

  قدمهم - 1
 يها يماريب يبرا ژهياز افراد سالم، به و مارانيب حيصح صيتشخ

 يپزشك صيتشخ يها ستميس يچالش برا نيتر مهم ،ايعخطرناك و ش
ي شايع ها يماريب نيتر از خطرناك يكي. است) CAD( 1وتريبر كامپ يمبتن

 يالملل نيسازمان ب يآمارهاآخرين طبق . است سينهان در زنان، سرط
 ديمورد جد 2,296,840تعداد  2022، در سال )IARC( 2رطانس قاتيتحق

 زانيو م سينهسرطان  وعيش ]. 1[ داده شد صيتشخ سينهاز سرطان 
 صيتشخ ].2[است  شيآن در جهان به سرعت در حال افزا ريوم مرگ

هوش . مؤثر باشد اريدرمان آن بسدر  تواند يم يماريب نيموقع ا به
 يها تميالگور يبه طراح توانند يم يادگيري ماشين يو ابزارها يمصنوع

 يها يژگيو. كمك كنند زودهنگام بيماري صيو تشخ ديجد
استفاده  صيتشخ ستميآموزش س يبرا مارياز افراد سالم و ب شده يآور جمع

شده از  داده بر اساس دانش خود و اطلاعات CAD ستميس كي. شود يم
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 ن،يعلاوه بر ا. سالم است اي ماريكه او ب رديگ يم ميفرد، تصم كي
 مارانيو اطلاعات ب ستين انيتنها نقطه پا ماريب كي حيصح صيتشخ

به پزشكان ارائه  ها يماريرا در مورد درمان ب يديجد يها دگاهيد تواند يم
  ].3[دهد 

افراد سالم بيشتر از  تعداد شده،آوريدر يك مجموعه داده جمع معمولاً
اطلاعات كافي براي  ،ها بنابراين، مجموعه داده. تعداد افراد بيمار است

ها  ها كه به آن در اين نوع مجموعه داده. را ندارد CADآموزش سيستم 
بند معمولاً قادر به  شود، طبقه گفته مي "هاي نامتوازن مجموعه داده"

  ].4[ يابد بندي كاهش مي هطبق صحتهاي جديد نبوده و  بيني ورودي پيش
هاي بيشتري نسبت  ها نمونه در يك مجموعه داده نامتوازن، برخي كلاس

ها ممكن  حتي گاهي اوقات نسبت بين كلاس ].5[ ها دارند به ساير كلاس
هاي بيشتري دارد،  كلاسي كه نمونه  ].6[ يا بيشتر باشد 100به  1است 

هاي كمتري دارد،  مونهشود و كلاسي كه ن كلاس اكثريت ناميده مي
دنياي در متأسفانه، در بسياري از موارد . شود كلاس اقليت ناميده مي
هاي  مجموعه داده  ].7[ تري دارد هاي مهم واقعي، كلاس اقليت داده

هاي  بسياري از مجموعه داده. نامتوازن محدود به حوزه پزشكي نيستند
واقعي نامتوازن  هاي طبيعي و مشكلات دنياي شده از پديده آوري جمع

  ،]9[ ها، شناسايي تقلب بازيابي داده  ،]8[ بندي متون هستند، مانند طبقه
برخي از . ها، و مديريت مخابرات تعيين اعتبار مشتريان براي پرداخت وام

   .قابل مشاهده هستند ]12[ تا ]10[ ها در هاي اين حوزه مثال
ازن را به سه نامتو هاي هاي حل مشكل مجموعه داده محققان تكنيك

هاي سطح الگوريتم،  روش: ]14[ و ]13[ كنند دسته كلي تقسيم مي
  .هاي تركيبي هاي سطح داده، و روش روش

گيري هستند كه به  هاي نمونه هاي سطح داده، تكنيك بخشي از روش
. شوند تقسيم مي 4برداري فزاينده و نمونه 3برداري كاهنده دو دسته نمونه

ها از كلاس  اهنده با حذف برخي از نمونهبرداري ك هاي نمونه روش
هاي  در مقابل، روش. كنند مي وازناكثريت، مجموعه داده را مت

هاي جديد به كلاس  برداري فزاينده با اضافه كردن برخي نمونه نمونه
   ].15[كنند  مي توازنها را م اقليت، داده

 يهاداده وجود و سرطانبه موقع  صيموضوع تشخ تياهم ليدل به
 يسازمتوازن يبرا يتميالگور حاضر پژوهش حوزه، نيا در متوازننا

 يصيتشخ يها تميالگور صحتو  ييتا كارا كنديم شنهاديپ داده مجموعه
از روش اين پژوهش . ابدي شيحوزه افزا نيدر ا نيماش يريادگيبر  يمبتن

نسبت دو كلاس سالم و بيمار  متوازن كردنبرداري فزاينده براي  نمونه
كه به اختصار  ،مقاله نيدر ا يشنهاديپ تميالگور زيتما وجه .كند ه مياستفاد

 ميناميم، )5ReliefF بر يمبتن ندهيفزا يبردار نمونه( ،OB-ReliefFرا  آن
 ،يساز متوازن ياستفاده شده برا ندهيافزبرداري  نمونه يها تميالگور ريبا سا
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 كلاسمهم  يها شده با نمونه ديتول يها نمونهمشابهت  زانيبه م تياهم
هاي واقع در مرز كلاس اقليت با ساير هاي مهم، نمونهنمونه. است تياقل

بند كه  به آموزش بهتر الگوريتم طبقه ييها نمونه چنين .ها هستند كلاس
علاوه . كنند شود، كمك مي براي تشخيص افراد بيمار از سالم استفاده مي

داده خواهد شد، الگوريتم ها نشان  گونه كه در بخش آزمايش همانبر اين، 
هر قدر مقدار  ژه،يو بهسازي كامل مجموعه داده را دارد و توانايي متوازن

عملكرد  OB-ReliefF تميباشد، الگور شتريب هيعدم توازن مجموعه اول
 با كار امكان OB-ReliefF. ها خواهد داشت نسبت به ساير روش يبهتر
 ييهامجموعه و كلاسه، چند يهاداده مجموعه شامل داده، مجموعه انواع

 بخش چون ن،يچن هم. دارد رامفقود  ريمقاد و يا رشته ،يعدد ريمقادبا 
انجام داد،  مستقل طور به نمونه هر يبرا توان يم را محاسبات از ياديز

 مجموعه با كار هنگام در محاسبات زمان كاهش و يمواز ياجراامكان 
برداري  هاي نمونه زاياي الگوريتميكي ديگر از م .وجود دارد بزرگ يها داده

ممانعت از بروز مشكل مند است،  نيز از آن بهره OB-ReliefFفزاينده، كه 
 ن مفهوم است كهبه ايبرازش به زبان ساده، بيش. است 1برازشبيش

هاي كه براي آموزش به آن داده شده،  بند فقط روي نمونهالگوريتم طبقه
هاي جديد  بندي صحيح نمونه به طبقهقدرت تشخيص خوبي دارد، اما قادر 

دهد  بند رخ مي براي آموزش طبقه  اين مشكل به دليل كمبود نمونه. نيست
تا حدود توان مشكل را  برداري فزآينده مي كه با استفاده از روش نمونه

  .هاي توليد شده بالا باشد حل كرد، به ويژه هنگامي كه ارزش نمونهزيادي 
گرفته از الگوريتم  الهامپژوهش در اين الگوريتم پيشنهادي ايده 
ReliefF ]16[ چه  اگر. استReliefF بندي و انتخاب  يك الگوريتم رتبه

براي ايجاد  از ايده كلي آن با تغييرات و اصلاحاتي در اينجاويژگي است، 
. شود مياستفاده  برداري ها و نمونه بندي نمونه براي رتبه يك الگوريتم

OB -ReliefF بر اساس شباهت وزني كلاس اقليت، مونه براي هر ن
هاي كلاس  پس از آن، برخي از بهترين نمونه .كند ها محاسبه مي نمونه

هاي مجموعه داده  شوند تا كلاس اقليت كه وزن بيشتري دارند، تكرار مي
  .شود ها برابر  هاي كلاس تعداد نمونه متوازن شده و

سرطان  يها جموعه دادهبا استفاده از م OB-ReliefF تميالگور ييكارا
 نهيسسرطان  يصيتشخ يها مجموعه داده ،)WBCD( 2نيسكانسيو نهيس
 يريگ اندازه SEER نهيس سرطانمجموعه  و) WDBCD( 3نيسكانسيو

دهنده بهبود  نشان جينتا ها، شيآزماذكر شده در بخش  يارهايطبق مع. شد
  .هستنددر تشخيص بيماري  يقابل توجه

 يكارها 2بخش : شده است يده سازمان ريادامه مقاله به شكل ز
ي شرح داده شده شنهاديپ ،  الگوريتم3در بخش . كند يم انيرا ب مرتبط
ها  آن در موردرا بيان كرده و  ها شيآزما جينتا، مشخصات و 4بخش . است

گيري انجام  بندي و نتيجه جمع 5در نهايت، در بخش . كند بحث مي
  .شود مي

  مرتبط يكارها - 2
هاي  ستم براي تشخيص سرطان سينه با استفاده از روشايجاد يك سي

بسياري از مطالعات از تركيب . پذير است امكان يادگيري ماشينمختلف 
از  نيز برخي مقالات. كنند بند استفاده مي هاي مختلف طبقه الگوريتم

بند براي  برداري با يك طبقه هاي انتخاب ويژگي يا نمونه تركيب تكنيك
ها  هدف تمامي اين سيستم. گيرندبهره مي DCAساخت يك سيستم 

 

1. Overfit 

2. Wisconsin Breast Cancer Dataset 

3. Wisconsin Diagnostic Breast Cancer Dataset 

با اين حال، برخي . بهبود معيارهاي ارزيابي و تشخيص بهتر بيماري است
، براي ارزيابي صحتشده در مقالات، مانند   از معيارهاي ارزيابي استفاده

و مقالاتي كه تنها از اين  ]17[مناسب نيستند  توازنهاي نام داده  مجموعه
در اين  .مفيد نخواهند بودچندان كنند براي ارجاع  ه ميمعيارها استفاد

هاي انجام شده درباره تشخيص سرطان  بخش برخي مقالات و پژوهش
  .برداري ارائه خواهد شد هاي نمونه سينه و يا روش
يك سيستم تشخيص سرطان سينه با استفاده از  ]18[ محققان در
توسعه ) ANN( 5هاي عصبي مصنوعي و شبكه) AR( 4قوانين انجمني

هاي موثر براي  كه با استفاده از اين سيستم تعدادي از ويژگي دادند
هاي انتخاب شده براي  سپس اين ويژگي. تشخيص سرطان انتخاب شدند

 6با استفاده از پرسپترون چندلايه  WBCD مجموعه دادهبندي  طبقه
)MLP( نوعي از ،ANN ،استفاده شدند.  

. دشو اجرا مي PCAاستخراج ويژگي  ، ابتدا الگوريتم]19[ مقالهدر 
هاي مهم با استفاده از  بندي شده و ويژگي ها رتبه سپس، ويژگي

 8و انتخاب متوالي رو به جلو) SNR( 7هاي نسبت سيگنال به نويز الگوريتم
آمده به  دست به  در نهايت، خروجي. شوند انتخاب مي) SFS( 8جلو
داده  ) PNN( 9و شبكه عصبي احتمالي SVM، KNN بندهاي طبقه
نتايج اين . بدخيم تشخيص داده شوندو خيم  هاي خوش شوند تا نمونه مي

  .شودميارائه هاي بعدي مقاله بخشدر هاي ديگر و برخي روشروش 
مجموعه داده را با استفاده از تكنيك  ]20[ مقالهدر مؤلفان 

پس از . كنند مي متوازن )SMOTE( 10تركيبياقليت  برداري فزاينده نمونه
بندي  براي دسته) AIRS( 11، از سيستم شناسايي ايمني مصنوعيآن

  .كنند مجموعه داده نهايي استفاده مي
ضعيف براي ايجاد  بندهاي دو روش تركيب نتايج طبقه ]4[ در مقاله

در . ، استفاده شده استBoostingو Baggingتر، يعني  قوي بندهاي طبقه
كلاس اقليت است به طور اين مقاله بخشي از كلاس اكثريت كه برابر با 

كننده داده  بندي سپس دو مجموعه خروجي به دسته. شود مكرر انتخاب مي
  .شود تا خروجي نهايي به دست آيد مي

مختلف را بر روي  يبندها عملكرد طبقه ]21[مقاله  محققان در
شده شامل  بندهاي بررسي طبقه. اند بررسي كرده WBCD مجموعه داده

SVM 4.5(، درخت تصميمC( بيز ساده ،)NB ( وKNN نتايج . هستند
بندها در اين  بهتر از ديگر طبقه SVMبند  طبقه  دهند كه نشان مي

  . كند مي عمل مجموعه داده
براي تشخيص سرطان عصبي مختلف شبكه چند تركيبي از  ]22[ در
اعمال  WDBCDآنها روش خود را بر روي . استفاده شده است سينه
كند،  بند مختلف را اجرا مي وجه به اينكه چند طبقهاين روش با ت. اند كرده

  .هاي بزرگ مناسب نيست زمانبر بوده و براي مجموعه داده
هاي اصلي  هاي جديدي از مجموعه ويژگي ويژگي ]23[ در نويسندگان
براي شناسايي تومورهاي  means -Kاز الگوريتم  ها آن. كنند محاسبه مي

ويژگي پايه  32شش ويژگي جديد از . كنند خيم و بدخيم استفاده مي خوش
هاي سرطاني را شناسايي  نمونه SVMبند  سپس، طبقه. شود ايجاد مي
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آزمايش كرده  WDBCDآنها روش خود را بر روي مجموعه داده . كند مي
مقادير ساير معيارهاي  اين مقاله. يافتنددست % 38/97 صحتو به 
   .بيان نكرده استبندي را  طبقه

هاي بافت از تصاوير اولتراسوند  با تركيب ويژگي ]24[ مقاله محققان در
ها از  آن. نددادبراي سرطان سينه توسعه  CADيك سيستم  ،الاستوگرافي

. كنند استفاده مي PSOبندي به عنوان تابع هدف در  طبقه صحتميانگين 
عملكرد سيستم تشخيص را با استفاده از چهار ويژگي مختلف چنين،  هم

  . نندك بافت بررسي مي
سازي مبتني  هاي انتخاب ويژگي بهينه از تكنيك ]25[ در نويسندگان

، و يك ) EHO( 2ها سازي گله فيل ، بهينه)TLBO( 1يادگيري-ياددهيبر 
بهبود به منظور الگوريتم قبل،دو از پيشنهادي  تركيبييك الگوريتم 

بندي  نويسندگان از چندين روش طبقه. بندي استفاده كردند طبقه صحت
  .استفاده كردند WBCDارزيابي اثربخشي رويكرد خود روي براي 
بندي مختلف را روي  روش طبقه 11نويسندگان  ]26[ مقاله در

تا نتايج حاصل در معيارهاي ارزيابي اعمال كردند  WDBC مجموعه داده
 3العاده هاي تصادفي فوق نتايج نشان داد كه درخت. را با هم مقايسه كنند

)ERT ( صحتبالاترين )با اين حال، اين . را به دست آوردند%) 36/97
  .هاي ارزيابي نداشت روش بهترين عملكرد را در تمامي شاخص

هاي  تشخيص سرطان سينه با استفاده از الگوريتم ]27[ مقاله در
، سازي بيزي بهينه - SMOTE، 2الگوريتم  -1( كاوي در سه مرحله داده
  . شود انجام مي )بند تركيبي ايجاد يك طبقه -3 و

هاي عصبي مصنوعي  شبكه با استفاده از تركيبييك مدل  ]28[ مقاله
با . كند ميايجاد  SMOTEو پيش پردازش با  فازي منطقهاي  و سيستم

حاوي مقادير  هايي داده روي مجموعهتواند  اين حال، مدل پيشنهادي نمي
پزشكي  مجموعه داده چندبندها روي  اين طبقه. استفاده شود مفقود
بيماري قلبي،  مجموعه داده، WBCD ،SPECTF: اند ايش شدهآزم

  .Debrecenرتينوپاتي ديابتي  مجموعهو  پاركينسون
 يرو را موجود يبردارنمونه يها روش از مجموعه محققان ]29[ در
بكار بردند و سپس  SEER داده مجموعهاز جمله  داده، مجموعه چند

 مختلف بندطبقه يها تميرالگو با را شدهمتوازن نسبتاً يهامجموعه
 SMOTE and روش  مختلف، يبردار نمونه يها روش نيب از. آزمودند

Edited Nearest Neighbors (SMOTEENN) ]30[ روش  كي كه
كاهنده است، به  يبردار و نمونه ندهيافز يبردار نمونه كيتكناز دو  يبيترك
 Instance تميالگور. است افتهيها دست  در مجموعه داده جينتا نيبهتر

Hardness Threshold (IHT) ]31[  يبردار نمونه تميالگور كيكه 
 . يي، قرار داردكارا و جياز نظر كسب نتا دوم رتبهدر كاهنده است، 
با استفاده از مجموعه داده سرطان پستان  ،]32[ در پژوهشگران

SEERشامل  كننده ينيب شيپ يها مدل يي، كاراCatBoost ،Extra 

Tree Classifier ،LightGBM و XGBoost  از  شيپ. كردند يبررسرا
 يپردازش رو شيپ اتيذكر شده، عمل يبندها مدل توسط طبقه جاديا

. شد اجرا ،PCA يژگيو انتخاب تميالگور و SMOTE تميبا الگور هاداده
و  XGBoostبند نشان داد كه  طبقه ييكارا يارهايمع يينها يبررس

CatBoost كنند يم عمل ترقيدق نهيسرطان س صيدر تشخ. 
  
  

 

1. Teaching-Learning-Based Optimization 

2. Elephant Herding Optimization 

3. Extra Randomized Trees 

براي ايجاد ، )GAN( 4متخاصم مولد يها شبكهاز روش  ،]33[ در مقاله
هاي جديد و رفع مشكل عدم توازن در مجموعه داده سرطان  ايجاد نمونه

 قيعم يشبكه عصب يها ياز معمار GAN. استفاده شد SEERسينه 
بند  چهار طبقه. كند يبالا استفاده م تيفيبا ك يمصنوع يها داده ديتول يبرا

Boosting ،Bagging ،Linear  وNon-linear عملكرد  يابيارز يبرا
  .مجموعه متوازن شده، استفاده شدند

هاي سطح الگوريتم و  بيشتر مقالات ذكر شده در بالا بر تكنيك
 ،]18[ تنها مقالاتدر اين بين، . بندها متمركز هستند اي از طبقه مجموعه

ويژگي استفاده يا انتخاب ك روش استخراج از ي ]25[تا  ]23[ ،]19[
 SMOTEالگوريتم  ]33[و  ،]32[، ]29[تا  ]27[ ،]20[ تلاكنند و مقا مي

. دنبر به كار مي راها  سازي نمونه وازنموجود براي مت هاي روشو يا ساير 
-تشخيص بيماريلگوريتم جديدي براي ، ااين مقالات بسياري ازدر واقع، 

ها تنها از تركيبي از  آن. دهند ها ارائه نمي دادهسازي  وازنمتها و يا 
 اند، اما هاي موجود براي تشخيص سرطان سينه استفاده كرده روش

ه جديد افزايش نمونه ب روشيك  الگوريتم پيشنهادي در مقاله حاضر،
 از. است وازنهاي نامت ها در مجموعه داده سازي تعداد نمونه  وازنمت منظور

ه ب يوعنمت يها داده  مجموعه يساز متوازنيبرا نتوا يم تميالگور نيا
   .نمود استفاده يماريب صيتشخ نهيزم در خصوص

هاي  سازي با روش هايي كه در زمينه متوازن در ادامه تعدادي از پژوهش
ها بر روي  البته اين روش. گردد اند، بررسي مي سطح داده انجام شده

  . هاي پزشكي آزمايش نشده است مجموعه داده
سازي  يك روش تركيبي در سطح داده، براي متوازن ]34[ محققان در

هاي مرزي كلاس اكثريت را  اين روش نمونه. مجموعه داده ارائه دادند
دار  برداري وزن ها را با روش نمونه وزن دهي كرده و سپس بخشي از آن

گيري  نمونهروش پيشنهادي براي چنين،  هم. كند تصادفي حذف مي
يابي بين يك  را با درون از اين كلاس هاي نمونه س اقليت،فزاينده در كلا

  .كند توليد مي كلاس اكثريت هاي ترين نمونه و نزديك كلاسي همنمونه 
ها  يك چارچوب براي حل مشكل عدم توازن كلاس ]35[ در مقاله

اين چارچوب . هاي داده، ارائه شده است براي افزايش يادگيري از جريان
هاي  نمونه( هاي اوليه است كه از نمونه اي اي دادهه شامل پردازش بخش

بند به طور  طبقه. گردد ايجاد مي) اند شده  يبند نادرست طبقه ورودي كه
هاي مفيد را ذخيره كرده و  نمونههاي داده را به روز كرده و  پيوسته بخش

  .كند حذف ميرا هاي غيرمفيد  نمونه
هاي انتخاب ويژگي  روشاي روي نحوه تركيب  ، مطالعه]36[ در مقاله

انجام شد و مشخص شد كه اجراي  SMOTEبرداري  با الگوريتم نمونه
. كند ايجاد ميعملكرد بهتري  ،SMOTEسپس انتخاب ويژگي و 

 XGBoostالگوريتم هاي انتخاب ويژگي مقايسه شده،  چنين بين روش هم
  .دهد ارائه مي SMOTEبهترين عملكرد را در تركيب با 

ذكر شد، چند مقاله بالا روي مسئله تشخيص پزشكي  گونه كههمان
اند و صرفا براي بررسي راهكارهاي پيشنهادي روي مجموعه  كار نكرده

هاي  روش ، ]35[و  ]34[ داده نامتوازن بررسي شدند، از اين بين مقالات
اند،  برداري فزاينده و كاهنده ارائه داده تركيبي براي اجراي همزمان نمونه

هاي پزشكي تشخيص صحيح كلاس اقليت  جموعه دادهكه چون در م
هاي كلاس اكثريت كمك زيادي به روند  موضوعيت دارد، كاهش نمونه

استفاده كرده و  SMOTEنيز از روش  ]36[ مقاله. كند تشخيص نمي
  .روش جديدي ارائه نداده است

 

4. Generative Adversarial Networks 
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  )OB-RELIEFF( پيشنهادي الگوريتم - 3
الهام  ReliefF تميز الگورا OB-ReliefFطور كه قبلاً ذكر شد،  همان

است كه  يژگيانتخاب و تميالگور كي ReliefF تميالگور. گرفته است
استفاده  يادگيري ماشيناز مسائل  ياريدر بس پردازش شيعنوان مرحله پ به
 كند يم يبند ها رتبه آن سهيرا با مقا ها يژگيو ReliefF تميالگور. شود يم
ي عدد يها يژگيائل چندكلاسه، ومس يقادر است رو تميالگور نيا .]37[

  . ناقص كار كند يها و داده و غيرعددي
كاربر تعداد  ابتدا، :كند يصورت عمل م نيبه ا ReliefF تميالگور
 تميحلقه، الگور نيدر هر دور از ا. كند يم نييرا تع يحلقه اصل يتكرارها

نمونه  يسپس، برا. كند ينمونه را انتخاب م كي يطور تصادف به
نمونه از همان  ترين كينزد Hit )Bمجموعه  تميشده، الگور انتخاب
را ) گريد يها نمونه از كلاس ترين كينزد B( Missو مجموعه ) كلاس

شده و  نمونه انتخاب نيشباهت ب ي،ابيتابع ارز كيسپس، . كند يم دايپ
 تميالگور. كند يمحاسبه م Missو  Hit يها موجود در مجموعه يها نمونه
. كند ياستفاده م يابيعنوان تابع ارز از فاصله منهتن به ReliefF ياصل

وزن دارد كه بر اساس مقدار شباهت محاسبه  كي يژگيحالا هر و
 يبند رتبه شانيها را بر اساس وزن ها يژگيو ReliefF ت،يدر نها. شود يم

  .كند يبا رتبه بالاتر را انتخاب م يها يژگيكرده و و
استفاده  ReliefFلي الگوريتم از ايده ك OB-ReliefFالگوريتم 

 ReliefF، نويسنده مقاله از الگوريتم ]38[ پيش از اين، در مقاله. كند مي
استفاده نموده است، اما در اين  ها نمونهبراي تعيين و انتخاب بهترين 

 سازي متوازنرويكرد  الگوريتمي مشابه با روش مقاله قبلي، اما با مقاله،
استفاده م پيشنهادي در تشخيص سرطان سينه و كاربرد الگوريتها  نمونه
ي كلاس ها نمونهروش كار به اين شكل است كه ابتدا بهترين . شود مي

اطلاعات مفيدي براي آموزش كه  )كلاس افراد بيمار معمولاً(اقليت 
هاي  ، شناسايي شده و سپس اين نمونهكنند فراهم مي CADسيستم 

 زانيم نمونه، كي تياهم كملا .شوند مهمتر با كپي كردن، تكثير مي
است كه توسط تابع  مخالف كلاس از اي همكلاس يهابا نمونه شباهت

به  OB-ReliefF تميالگورطور خلاصه،  به. گردديمحاسبه م يابيارز
 هانمونه نيا رايز ،است كلاس كي از يمرز يها نمونه افتني بالدن
قابل  كمك ،كلاس دو يهاتفاوت بهتر يريادگي دربند به طبقه توانند يم

از   وازنهدف از ارائه اين الگوريتم، ايجاد دو كلاس مت. كنند توجهي
   .بيماران و افراد سالم استتصاوير مربوط به 

 به: كند يم عمل صورت نيبه ا  OB-ReliefF،1شكل   با توجه به
 ريمراحل ز 4در خط  ي، حلقه اصلتياقل كلاس يها نمونه از كدام هر يازا
 يها نمونه نيتر كينزد از مجموعه كي  a-4خط: دهد يم انجام را

 بردو نمونه  يكيمشابهت و نزد اريمع. كند يم داينمونه را پ با كلاس هم
. شود يم داده حيتوض ادامه در كه شوديم دهيسنج ژاكارد شاخص اساس
 از يا ژاكارد، مجموعه شاخصاساس  بر، b.3-4تا  b.1-4 وطدر خط
كلاس  يعني( مخالف  از كلاس يونه انتخاببه نم كينزد يها نمونه
 صيتشخ داده مجموعه در كه است ذكر انيشا. شود يساخته م) تياكثر

وجود ) تياكثر( سالم افراد كلاس و) تياقل( ماريب كلاس دو تنها يماريب
 چند با ييهاداده مجموعه با كار ييتوانا ،OB-ReliefF تمياما الگور. دارد

 نوشته تكرارحلقه  كيقالب  در خطوط نيا ل،يدل نيبه هم. كلاس را دارد
مخالف  يها تمام كلاس يرا به ازا Miss setتا مجموعه  است، شده

شده با استفاده از فرمول داده  يهر نمونه، وزن ي، براc-4درخط . ابديب
)يابيارز تابع فرمول، نيا در. شود يمحاسبه م ) زانيمدهنده نشان 

 اگرصورت است كه  نيوزن به ا يفرمول كل. است نمونه دو نيب اهتشب
  متفاوت باشد، وزن  اريبس خود كلاس هم يها نمونه گريد با نمونه كي

1. /*X= set of training examples */ 
2. /*B= number of nearest neighbors to compute*/ 
3. /*L= number of instances in minority class*/ 
4. For t:=1 to L do 

a. For each instance xt with minority class label yt (xt,yt) Find B 

nearest instances to xt (Hit set) by Jaccard index 

b. 1.   For majority class (c ≠ yt ) 

 b. 2.         Find B nearest instances to xt from majority class 
(Miss set) by Jaccard index 

b.3.        End for (line 4.b 1. ) 

c. Calculate the weight of each instance xt: 

 
 

 
 

t

t t j t i
c y xj,yj Miss xi,yi Hit

w δ x , x δ x , x
LB LB

  

   1 1  

5. End for (line 4) 

6. Sort the weight array wt descending. 
7. For the minority class c, perform over-sampling by replicating 50% 

of the more weighted instances in order to the number of instances in 
both classes is equal. 

8. End 

  .OB-ReliefF تميشبه كد الگور:  1شكل 
  
 بيشده به ترت ها بر اساس وزن محاسبه ، نمونه6در خط . دارد يشتريب

 يها استفاده از نمونه با ديجد يها نمونه ت،يدر نها. شوند يمرتب م ينزول
 وزن كه ييها نمونه از %50، جا نيدر ا. شوند يم جاديا  7در خط  يقبل
 برابربا هم  كلاس دو يهانمونه تعداد تا شوند يم تكرار دارند، يشتريب

استفاده از  .شود يم شناخته ندهيفزا يبردار نمونه نام به اتيعمل نيا. شوند
شود و سربار محاسباتي  روش تكثير نمونه به اين روش به سادگي اجرا مي

نرخ  انتخاب .ندارد SMOTEزيادي مانند توليد نمونه به روش الگوريتم 
و  استها  نمونه ريحد اعتدال در تكث كي تيو رعا تجربيبه طور  50%
البته  .استفاده كرد وليد نمونه هاي جديدت يبرا يگريد نرخ هراز  توان يم

با وزن هاي  نمونهها پايين است و  چون نرخ عدم توازن نمونه
 %50 با نرخ ، تكثيرهستند اقليت كلاس توزيع از يخوب ي ندهينما بالا، 

در . توازن ايجاد كند هاي كم اهميت، و داده زيافزودن نوتواند بدون  مي
هاي با تعداد نمونه بيشتر،  مورد داده هاي با نرخ عدم توازن بيشتر و يا داده

براي مثال، ابتدا . توان از سياست تكثير با كمي تفاوت استفاده كرد مي
دريج ، سپس به ت)درصد 60 مثلاً( بيشتر تكثير شوندوزن بالا هاي با  نمونه

يا اينكه . شود كم) درصد 20درصد و در دور بعد  40يعني (از درصد تكثير 
هاي مختلف انتخاب كرده و كارايي  هاي تكثير متفاوتي را در آزمايش نرخ
البته براي بررسي ميزان مفيد  .ها با معيارهاي متفاوت بررسي گردد آن

ج گفته خواهد درصد نيز همانگونه كه در بخش نتاي 50بودن تكثير در نرخ 
  .نيز بايد استفاده شوند صحتشود، معيارهاي كارايي غير از 
اين مقاله از  ،اصلي ReliefF الگوريتم به جاي فاصله منهتن در

 در واقع، .كند مي دهاستفا زيابيبه عنوان تابع ار ]39[ شاخص ژاكارد
 شود شاخص ژاكارد استفاده ميگيري شباهت بين دو نمونه، از  براي اندازه

چنين با  اي و هم هايي با مقادير عددي و رشته ويژگيكه امكان كار روي 
)  اگر . مقادير مفقود را دارد , , ... , )nx x xx 1  و 2

( , , ... , )ny y yy 1 2  باشند، بزرگتر از صفرحقيقي  دو نمونه با اعداد  
 :شود ه ميمحاسب زير شرح به آنها ژاكارد شاخص

 J , min( max() )i i i i
i i

x , y x , y x y . )1(  

هايي با مقادير منفي، بايد مقادير در بازه  بر روي ويژگي) 1(براي اجراي 
برابر، نتيجه شاخص ژاكارد  كاملا براي دو نمونه. شوندسازي  نرمال] 1,0[
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يك است و براي دو نمونه كاملاً متفاوت، نتيجه شاخص ژاكارد صفر 
x اگر. است y و  باشند، شاخص ژاكارد به  دو مجموعه غير عددي 

  :شود صورت زير محاسبه مي

 J ,





x y
x y

x y
. )2(  

ix اگر مقدار  تهي خواهد بودها  اشتراك آنناشناخته باشد، iy يا 
 i ix y    .ها  براي محاسبه تابع ارزيابي، بسته به نوع ويژگي

علاوه بر اين، اگر . شود مياستفاده ) 2( يا) 1(، از )غيرعدديعددي يا (
 .كند استفاده مي) 2(مقادير مفقود باشد، الگوريتم از داراي اي  ويژگي

اي آن ه تمام ويژگيين ب، ميانگين مقادير شباهت  شاخص ژاكارد هر نمونه
هاي  ترين همسايگاني كه شاخص كيبراي هر نمونه، نزد. استنمونه 

طبق . قرار خواهند گرفت Miss و Hit ژاكارد بالاتري دارند، در مجموعه
هاي ديگر از كلاس  هايي كه شبيه به نمونه ، نمونه1شكلدر  c-4خط 

ها شبيه به  برعكس، اگر آن. كنند خود هستند، وزن كمتري دريافت مي
، وزن بيشتري )هاي مرزي يعني نمونه(هايي از كلاس ديگري باشند نمونه

بندها را  توانند قدرت يادگيري طبقه اين داده ها مي .كسب خواهند كرد
 .ها را افزايش دهند افزايش داده و كارايي آن

پيچيدگي زماني اين الگوريتم همانطور كه از شبه كد مشخص است، 
و تعداد همسايه هايي كه ) L(د نمونه هاي كلاس اقليت وابسته به تعدا

البته اگر مسئله چند . ، است)Bمقدار (بايد براي هر نمونه محاسبه شود 
به ازاي هر كلاس تكرار  b.3-4تا  b.1-4كلاسه باشد، حلقه تكرار خطوط 

) WBCDمانند مجموعه (هاي بيماري  اما در مجموعه داده. خواهد شد
بنابراين پيچيدگي زماني . لاس بيمار و سالم وجود داردعموما تنها دو ك

هاي تعداد نمونه( Lكه مقدار . خواهد بود O(LB)اين الگوريتم برابر با 
به طور معمول كمتر از حتي يك سوم مجموعه داده اصلي ) كلاس اقليت

نيز يك پارامتر تعريف شده كاربر است كه مقدار پاييني  Bاست و مقدار 
را  Bيك بار  ،]41[و در  است 10مساوي B، ]40[ثال، در براي م. دارد

مقدار  زين Wekaنرم افزار  در. اند در نظر گرفته 10و بار ديگر برابر  1برابر 
كه  ليدل نيبه ا ست،در نظر گرفته شده ا 10پارامتر  نيا يفرض برا شيپ

 شتريب يبرا=B 10 انتخاب مقدار] 37[ مطابق با نظر پژوهشگران در 
 يچون محاسبات به ازا كه است ذكر انيشا .بود خواهد مناسب دها،كاربر

 حلقه توانيم شود، انجام مستقل طور به توانديم تيهر نمونه كلاس اقل
كه در مجموعه  كرد اجرا يمواز صورت به را) 4 خط( برنامه ياصل
البته . كاهش دهد ياديزمان محاسبات را تا حد ز توانديبزرگ م يها داده

 صحتته را بايد در نظر داشت كه در اين مقاله هدف افزايش اين نك
تشخيص بيماري سرطان سينه است و زمان اجراي الگوريتم از اهميت 

بنابراين، سربار محاسباتي روش پيشنهادي در . كمتري برخوردار است
  .پذير است مقايسه با هدف افزايش كيفيت تشخيص، توجيه

  ها آزمايش نتايج - 4
 شمشخصات آزماي 1- 4

 MATLAB افزارهاي نرم ، ازOB-ReliefF تميالگور يساز ادهيپ يبرا

با  يستميس يرو پيشنهادي تميالگور. شده استاستفاده  Wekaو  
 عامل ستميرم، و س تيگابايگ 3و  GHz 26/2 Duo 2core Intelپردازنده 

  . شده استاجرا  7 ندوزيو يتيب 32
  ها،  روش گريبا د  OB-ReliefF  تميالگور جينتا  يابيو ارز سهيمقا يبرا
  

  .ماتريس اغتشاش: 1جدول 
  

شدهكلاس پيش بيني    

 مثبت منفي  
كلاس 
 واقعي

 TN FP منفي

 FN TP مثبت

  
داده شده مختلف  يبندها طبقه دست آمده با اين الگوريتم به به يها داده
شده استفاده  يابيارز يبرا Wekaبند  طبقه 10مقاله، از  نيدر ا. است
 ،]44[ 2آدا بوست ،]43[ )RF( 1يجنگل تصادف ،]MLP ]42 :تاس

Bagging ]45[، 3KNN ) باK  =3 (]46[ ،4يدرخت تصادف ]47[ ،
OneR48[ 5ساده زي، ب[ ،Kstar ]49[ 5.4 و C ]50[ . شنايي با هر آبراي

 . گردد رجوع ]53[تا  ]51[بندي به مقالات هاي طبقه يك از اين روش
 يعملكردها از نظر معيارهاي ارزيابي بندها طبقه نيا دست آمده باهنتايج ب
تا  ،شدند سهيبندها مقا طبقه نيا يدر تمام جينتا ن،يبنابرا. دارند يمتفاوت
  .شود نيتضم يشنهاديروش پ ياثربخش

 شده استاستفاده  6بخشي-5از استراتژي ارزيابي متقابل علاوه بر اين، 
براي  .شودي اطمينان حاصل بند طرفانه نتايج طبقه بي  تا از مقايسه است

هاي نامتوازن، از معيارهاي  داده تر عملكرد در مجموعه ارزيابي دقيق
 اغتشاشماتريس . شود استفاده مي 7اغتشاششده توسط ماتريس  تعريف

شده بيني و اطلاعات پيشبندي را بر اساس اطلاعات واقعي  نتايج طبقه
دو با  اي داده  جموعهمرا براي  اغتشاشماتريس  1جدول . دهد نشان مي

   .]17[  دهد ميكلاس  نشان 
:TP كند درستي يك مورد مثبت را شناسايي مي  سيستم به.   
TN: كند درستي يك مورد منفي را شناسايي مي  سيستم به.  
FN :شود اشتباه منفي شناسايي مي  يعني يك مورد مثبت به.  

 :FPودش اشتباه مثبت شناسايي مي  يعني يك مورد منفي به. 
بررسي كارايي معيار ارزيابي رايج براي  پنجبر اساس اين پارامترها، از 

   :]54[ شده است استفادهبندي  نتايج طبقه
 %

TP +TN
Accuracy

TP +TN + FP + FN
  )3(  

  %
TP

Recall Sensitivity
TP FN

 


 )4(  

  %
TN

Specificity
TN FP




 )5(  

 G Mean Sensitivity Specificity    )6(  

 يبرا يروش  ROC (AUC)يمنحن ريمساحت ز :ROCحدوده م
كه مدل كامل باشد،  يزمان. دهد يعملكرد متوسط مدل ارائه م يابيارز

AUC   خواهد بود كيآن برابر با. 
 8تصح اريبندها از مع عملكرد طبقه سهيمقا يطور معمول، برا به

  نامتوازن   يها مجموعه داده  يبرا  اريمع نيا  حال،  نيبا ا  .شود يم  استفاده
 

1. Random Forest 

2. AdaBoost 

3. K-Nearest Neighbors 

4. Random Tree 

5. Naive Bayes 

6. 5-fold Cross-Validation 

7. Confusion Matrix 

8. Accuracy  
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  .ها مشخصات مجموعه داده: 2دول ج
  

)زنده ايسالم ( ميخخوش نمونهتعداد   تعداد ويژگي  مفقود در داده ريمقاد )مرده اي ماريب( ميبدخ نرخ عدم توازن
WBCD 11  699 458 241 9/1 بله 

WDBCD 32 569 357 212 68/1 خير 

SEER 15 4024 3408 616 95/4  خير 

  
 هاي نمونه از %95 دين مثال، فرض كنبه عنوا  .]17[ ستيمناسب ن

از مجموعه  %5است و تنها  تيمجموعه داده متعلق به كلاس اكثر كي
بند  اگر طبقه يصورت، حت نيدر ا. است تيداده متعلق به كلاس اقل

آن  صحتكند،  يبند دسته تيها را به عنوان كلاس اكثر نمونه شهيهم
 يابيارز يروش برا نيتر جراي صحت كه آنجا از البته. بود خواهد 95%

  .شده استاز آن استفاده در اين مقاله  ،]5[ بند است طبقه كيعملكرد 
مختلف  يها بند را در كلاس عملكرد طبقه 2خصوصيتو  1تيحساس
و بنابراين به تنهايي براي مجموعه داده نامتوازن مناسب  دهند ينشان م
عملكرد متوازن ، چون تركيبي از اين دو معيار است Mean-G اما .نيستند
 يمعادلات ROC محدوده. ]24[ دهد يدو كلاس نشان م نيبند را ب طبقه

از  يبو خلاصه خو دهد يها را نشان م ها و اشتباه مثبت درست مثبت نيب
   .]55[ بند است طبقه كيعملكرد 

براي  SEERو  WBCD ،WDBCDهاي  در اين مقاله، از داده
دكتر . شود نهادي استفاده ميآزمايش قابليت تشخيص سرطان روش پيش

هاي دانشگاه  را از بيمارستان WBCDهاي  وولبرگ داده. ويليام اچ
   .]56[آوري كرده است  جمع 1991تا  1989مديسون از سال  -ويسكانسين

را در سال  WDBCD  دادهچنين، او و دو همكارش مجموعه  هم 
الي از يك ها از يك تصوير ديجيت ويژگي .]57[ آوري كردند جمع 1995
. اند محاسبه شده سينهاز يك توده ) FNA(برداري با سوزن ظريف  نمونه

هاي سلولي موجود در تصاوير را توصيف  ها خصوصيات هسته اين ويژگي
نسخه از  نهيسرطان س مارانياز ب SEER  داده مجموعه. كنند مي
سرطان  يموسسه مل SEERبرنامه  2017نوامبر  ي شده درروزرسان به
)NCI( از اطلاعات  يبرخ شامل ها داده مجموعه نيا. است آمده دست به

مبتلا ...) و  سرطان مرحله ت،يقوم نژاد، سن، انندم(زن  مارانيب يشخص
 صيتشخ 2017تا  2000 يها سال نياست كه ب يتهاجم نهيبه سرطان س

 UCI  از مخزن يادگيري ماشين  ها دادهمجموعه اين  .]58[ اند داده شده
 2 ها در جدول مشخصات اين داده. اند دانلود شده ]60[ Kaggleو  ]59[

  .نشان داده شده است
 الگوريتم ،هاي اصلي دادهبندي  حاصل از طبقهبراي مقايسه بهتر، نتايج 

SMOTEبرداري تصادفي و ، الگوريتم نمونه OB-ReliefF  سهبراي هر 
كه  ،ياصل يها  داده جز به كه حيتوض نيا با. گردد ميارائه   دادهمجموعه 

مانند تمام  ها، روش ريسا در شد، هئارا 2جدول  ها در مشخصات آن
داده  يرو يبردار نمونه يها تميالگور ابتدا هاي پيش پردازش داده، روش

 يها نمونهو  ياصل يها شامل نمونه( هاداده اين ازانجام شده و سپس 
 .شود يتفاده مبندها اس طبقه يابيآموزش و هم ارز يهم برا) شده افزوده

SMOTE  است معروف برداري فزاينده نمونهيك الگوريتم .
است  )برداري كاهنده نمونه( برداري تصادفي يك روش كاهش نمونه نمونه

هاي كاهش نمونه  كه براي مقايسه كارايي روش پيشنهادي با روش
مقدار كه  شوددر اين روش، بايد يك نرخ كاهش انتخاب . شود استفاده مي

  طور تصادفي  به ها ، يعني نيمي از دادهدر نظر گرفته شده است %50آن 
 

1. Sensitivity 

2. Specificity  

  
 WBCD ي مجموعه داده يطبقه بند يبرا RFبند  طبقه يبرا ROC يمنحن : 3شكل 
  .OB-ReliefF تميشده با الگورمتوازن

  
با  بودن كساني جهت بهو  يبه صورت تجرب% 50 مقدار. شود انتخاب مي

 تميالگور در رايز. شده است انتخاب OB-ReliefF تميالگور شيافزا نرخ
-OB تميكاسته و در الگور ها داده از درصد% 50 يتصادف يبردار نمونه

ReliefF، 50 %همانگونه البته،. شوديم افزوده تياقل يهاداده مقدار به 
 يمهم يها نمونه شده افزوده يها نمونه OB-ReliefF در شد، گفته كه

 مطالعات. دهند ينشان م تر قيدق را ها كلاس نيب زيتما وجه كه هستند
 ايانتخاب نرخ كاهش  مورد در ندهيآ قاتيدر تحق توانيم را يشتريب

 SMOTE استفاده شده در الگوريتمپارامترهاي مقادير . داد انجام شيافزا

 :عبارتند از
 1= برداري تصادفي  مورد استفاده براي نمونه 3بذر -
 100= اد شوند كه بايد ايج SMOTE هاي درصد نمونه -
 .5= تعداد همسايگان نزديك  -

 پژوهشطبق توصيه  زين OB-ReliefFبراي الگوريتم  B پارامتر مقدار
 .انتخاب شد 10برابر  ]17[

  سازينتايج پياده 2- 4
 را ها تميالگور گريو د OB-ReliefF تميالگور ياجرا جينتا بخش نيا
 مربوط جينتا 3 جدول. دهد يم نشان نهيس سرطان داده مجموعه سه يرو
   .دهد يم شيرا نما WBCD به

  روي مجموعه داده RFبند  را براي انجام طبقه ROCمنحني  3شكل 
WBCD شده با متوازنOB-ReliefF شايان ذكر است كه . دهد نشان مي
ها  بندي نمونه بند بالاترين مقادير معيارهاي كارايي را در طبقه اين طبقه

براي رعايت اختصار   ROC يها يمنحنر از ارائه ساي .كسب كرده است
  .گردد يم يخوددار

  : افتيدست  ريز جيبه نتا توان ي، م3 جدول ريمقاد يبا بررس
را در  ريمقاد نيبهتر OB-ReliefF تميدر اكثر موارد، الگور -

  .است كسب كردهمختلف  يارهايمع
در   ROCمحدوده  يمقدار را برا نيبهتر OB-ReliefF تميالگور -

 .آورده است دست به Baggingد بن طبقه
 را در  ارهايتمام مع يبرا ريمقاد نيبالاتر  OB-ReliefFتميالگور -

 

3. Seed 
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  .WBCD مجموعه داده يمختلف برا يهابا روش يبند طبقه يابيارز يارهايمع: 3جدول 
  

بند طبقه  ROC محدوده G-Mean خصوصيت حساسيت صحت الگوريتم انتخاب نمونه 

C4.5 

يهمجموعه داده اول  27/94  30/94  1/93  70/93  946/0  

SMOTE 38/96  4/96  30/96  35/96  978/0  

Random sampling 50%  99/95  00/96  20/96  09/96  972/0  

OB-ReliefF 50/96  50/96  50/96  50/96  976/0  

Ada Boost 

28/96 مجموعه داده اوليه  3/96  90/95  09/96  985/0  

SMOTE 23/97  2/97  24/97  22/97  989/0  

Random sampling 50%  42/97  4/97  9/96  15/97  99/0  

OB-ReliefF 27/97  3/97  3/97  3/97  992/0  

KNN 
K=3 

71/96 مجموعه داده اوليه  7/96  30/96  50/96  98/0  

SMOTE 87/97  9/97  8/97  85/97  985/0  

Random sampling 50%  7/93  7/93  5/91  59/92  984/0  

OB-ReliefF 27/97  30/97  20/97 25/97  983/0  

Bagging 

42/95 مجموعه داده اوليه  40/95  80/94  10/95  984/0  

SMOTE 59/96  6/96  6/96  6/96  989/0  

Random sampling 50%  85/96  80/96  80/95  29/96  983/0  

OB-ReliefF 51/96  45/96  55/96  49/96  994/0  

MLP 

27/95 مجموعه داده اوليه  30/95  00/95  15/95  988/0  

SMOTE 06/96  1/96  05/96  07/96  989/0  

Random sampling 50%  70/95  70/95  20/95  45/95  981/0  

OB-ReliefF 51/96  50/96  50/96  50/96  985/0  

Random 
Tree 

42/93 مجموعه داده اوليه  40/93  4/90  89/91  923/0  

SMOTE 17/96  2/96  1/96  15/96  963/0  

Random sampling 50%  99/95  00/96  30/95  64/95  954/0  

OB-ReliefF 29/96  30/96  30/96  30/96  965/0  

OneR 

56/91 مجموعه داده اوليه  60/91  9/88  24/90  902/0  

SMOTE 51/93  50/93  40/93  45/93  935/0  

Random sampling 50%  98/93  00/94  20/91  59/92  926/0  

OB-ReliefF 55/93  63/93  65/93  65/93  936/0  

Naive 
Bayes 

14/96 مجموعه داده اوليه  1/96  00/97  55/96  986/0  

SMOTE 02/97  00/97  90/96  95/96  985/0  

Random sampling 50%  13/95  1/95  80/95  45/95  984/0  

OB-ReliefF 05/97  13/97  18/97  16/97  987/0  

Kstar 

26/80 مجموعه داده اوليه  30/80  4/67  57/73  823/0  

SMOTE 94/88  91/88  00/89  95/88  928/0  

Random sampling 50%  23/80  20/80  6/69  71/74  798/0  

OB-ReliefF 03/92  00/92  00/92  00/92  948/0  

RF 

71/96 مجموعه داده اوليه  7/96  3/96  50/96  986/0  

SMOTE 02/97  00/97  05/97  00/97  99/0  

Random sampling 50%  56/96  60/96  2/95  89/95  988/0  

OB-ReliefF 03/98  00/98  02/98  01/98  993/0  
  
  

كه ،  ROCمحدوده   ، به استثناياست كسب كرده RFبند  طبقه
ست دهنسبت به مقدار ب RFبند  در طبقه ROCمقدار محدوده 
  .دارد ياختلاف كم Baggingبند  آمده در طبقه

 يررسبا ب .دهد را ارائه مي WDBCD معيارهاي عملكرد براي 4جدول 
  : افتيدست  ريز جيبه نتا توان ي، مجدولاين  ريمقاد

به (بندها  را در تمام طبقه جينتا نيبهتر OB-ReliefF تميالگور -
 ارهايتمام مع يبرا) Naive Bayes و  KNN،OneR استثناي

  .است كسب كرده
با  ارهايرا در تمام مع ريمقاد نيربهت OB-ReliefF تميالگور -

 .آورده است دست به RFاستفاده از 
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  .WDBCD مجموعه داده يمختلف برا يهابا روش يبند طبقه يابيارز يارهايمع: 4جدول 
  

بند طبقه  ROC محدوده G-Mean خصوصيت حساسيت صحت الگوريتم انتخاب نمونه 

C4.5 

85/93 مجموعه داده اوليه  8/93  5/93  65/93  933/0  

SMOTE 13/95  10/95  20/95  15/95  954/0  

Random sampling 50%  66/93  70/93  70/90  19/92  925/0  

OB-ReliefF 22/95  24/95  21/95  22/95  965/0  

Ada Boost 

43/95 مجموعه داده اوليه  40/95  6/94  5/94  989/0  

SMOTE 54/96  5/96  6/96  55/96  992/0  

Random sampling 50%  07/95  10/95  6/92  84/93  996/0  

OB-ReliefF 03/98  00/98  04/98  02/98  998/0  

KNN 
K=3 

01/97 مجموعه داده اوليه  00/97  70/95  35/96  981/0  

SMOTE 31/97  30/97  40/97  35/97  988/0  

Random sampling 50%  77/95  80/95  30/90  01/93  978/0  

OB-ReliefF 49/96  50/96  45/96  48/96  991/0  

Bagging 

73/94 مجموعه داده اوليه  70/94  00/94  35/94  987/0  

SMOTE 67/96  70/96  50/96  60/96  992/0  

Random sampling 50%  31/93  30/93  20/89  23/91  986/0  

OB-ReliefF 77/96  8/96  82/96  81/96  997/0  

MLP 

31/96 مجموعه داده اوليه  30/96  30/95  80/95  988/0  

SMOTE 93/96  9/96  20/97  05/97  996/0  

Random sampling 50%  42/95  00/98  5/89  65/93  991/0  

OB-ReliefF 17/98  20/98  24/98  22/98  997/0  

Random 
Tree 

85/93 مجموعه داده اوليه  80/93  70/92  25/93  933/0  

SMOTE 75/94  8/94  50/94  65/94  946/0  

Random sampling 50%  72/94  70/94  50/90  58/92  926/0  

OB-ReliefF 63/96  60/96  64/96  62/96  966/0  

OneR 

10/89 مجموعه داده اوليه  10/89  4/86  73/87  878/0  

SMOTE 76/89  8/89  7/89  75/89  897/0  

Random sampling 50%  79/89  80/89  8/81  71/85  858/0  

OB-ReliefF 62/88  62/88  64/88  63/88  886/0  

Naive 
Bayes 

27/92 مجموعه داده اوليه  30/92  2/91  75/91  971/0  

SMOTE 37/94  40/94  60/94  49/94  985/0  

Random sampling 50%  55/91  50/91  40/90  94/90  988/0  

OB-ReliefF 75/89  7/89  73/89  71/89  975/0  

Kstar 

87/87 مجموعه داده اوليه  9/87  1/81  43/84  911/0  

SMOTE 57/92  60/92  10/93  85/92  964/0  

Random sampling 50%  14/90  10/90  30/79  53/84  932/0  

OB-ReliefF 61/97  59/97  62/97  61/97  984/0  

RF 

43/95 مجموعه داده اوليه  4/95  20/94  80/94  985/0  

SMOTE 79/96  82/96  84/96  83/96  99/0  

Random sampling 50%  07/95  1/95  00/90  51/92  994/0  

OB-ReliefF 31/98  30/98  34/98  32/98  997/0  

  
روي مجموعه داده  RFبند  را براي انجام طبقه ROCمنحني  4شكل 

WDBCD شده با متوازنOB-ReliefF شايان ذكر است . دهد نشان مي
ها  بندي نمونه بند بالاترين مقادير معيارهاي كارايي را در طبقه اين طبقهكه 

براي رعايت اختصار   ROC يها يمنحناز ارائه ساير  .كسب كرده است
  .گردد يم يخوددار

 از اين جدول .دهد يرا ارائه م SEER يعملكرد برا يارهايمع 5 جدول
  :استخراج كرد توان يرا م رينكات ز

به جز  بندها طبقهتمام  در را جينتا نيبهتر OB-ReliefF تميالگور -
MLP ,OneR, Naive Bayes آورد  دست به ارهايتمام مع يبرا.  
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  .SEER مجموعه داده يتلف برامخ يهابا روش يبند طبقه يابيارز يارهايمع: 5جدول 
  

بند طبقه  ROC محدوده G-Mean خصوصيت حساسيت صحت الگوريتم انتخاب نمونه 

C4.5 

06/90 مجموعه داده اوليه  10/90  00/57  66/71  748/0  

SMOTE 48/86  5/86  5/72  19/79  837/0  

Random sampling 50%  56/90  6/90  6/58  86/72  804/0  

OB-ReliefF 78/93  8/93  8/93  8/93  947/0  

Ada Boost 

42/87 مجموعه داده اوليه  4/87  6/55  71/69  81/0  

SMOTE 5/97  5/97  5/97  5/97  998/0  

Random sampling 50%  41/90  4/90  00/63  47/75  859/0  

OB-ReliefF 5/97  5/97  5/97  5/97  998/0  

KNN 
K=3 

41/85 مجموعه داده اوليه  4/85  00/39  71/57  707/0  

SMOTE 65/80  6/80  5/65  66/72  804/0  

Random sampling 50%  44/85  4/85  2/41  32/59  705/0  

OB-ReliefF 69/87  7/87  7/87  7/87  943/0  

Bagging 

01/90 مجموعه داده اوليه  00/90  3/56  18/71  837/0  

SMOTE 97/95  0/96  0/96  0/96  996/0  

Random sampling 50%  90/90  9/90  4/59  48/73  854/0  

OB-ReliefF 97/95  00/96  00/96  00/96  996/0  

MLP 

25/88 مجموعه داده اوليه  2/88  4/57  15/71  818/0  

SMOTE 73/83  7/83  5/69  27/76  856/0  

Random sampling 50%  17/88  2/88  1/58  58/71  839/0  

OB-ReliefF 60/84  60/84  60/84  60/84  901/0  

Random 
Tree 

ده اوليهمجموعه دا  37/83  4/83  2/55  85/67  696/0  

SMOTE 84/80  8/80  6/69  99/74  755/0  

Random sampling 50%  09/84  1/84  7/54  82/67  696/0  

OB-ReliefF 15/95  1/95  1/95  1/95  955/0  

OneR 

56/89 مجموعه داده اوليه  6/89  2/57  59/71  734/0  

SMOTE 62/86  6/86  1/69  36/77  779/0  

Random sampling 50%  16/90  2/90  7/58   76/72  745/0  

OB-ReliefF 39/68  4/68  4/68  4/68  684/0  

Naive 
Bayes 

80/83 مجموعه داده اوليه  8/83  3/57  29/69  822/0  

SMOTE 63/79  6/79  5/65  20/72  823/0  

Random sampling 50%  89/84  849/0  2/60  49/71  837/0  

OB-ReliefF 43/63  4/63  4/63  4/63  724/0  

Kstar 

98/85 مجموعه داده اوليه  00/86  3/40  87/58  777/0  

SMOTE 41/85  4/85  3/74  66/79  885/0  

Random sampling 50%  54/85  5/85  6/39  19/58  800/0  

OB-ReliefF 48/90  5/90  5/90  5/90  998/0  

RF 

03/90 مجموعه داده اوليه  00/90  9/55  93/70  850/0  

SMOTE 10/88  10/88  9/73  69/80  916/0  

Random sampling 50%  15/91  2/91  5/59  66/73  861/0  

OB-ReliefF 01/98  00/98  00/98  00/98  999/0  

  
با  ارهايرا در تمام مع ريمقاد نيبالاتر OB-ReliefF تمالگوري -

  .كند يكسب م RFاستفاده از 
 اكثر يبرا خصوصيتمقدار  ،OB-ReliefFتميالگور به استثناي -

 نامتوازن يها مجموعه در مورد نيا. است ينييپا مقدار بندها طبقه
 )يا اكثريت(اقليت به نفع كلاس بند  طبقهكه  دهد يرخ م يهنگام

را به ها  نمونه بيشتر ممكن است بند طبقهيعني . دارد يريسوگ
مقدار  در نتيجه، .بيني كند پيش )يا اكثريت(اقليت عنوان كلاس 

FP مجموعه در  .كند كاهش پيدا مي خصوصيت و ابدي يم شيافزا
 به عنوانافراد سالم  اشتباه تشخيص كه عدم پزشكيهاي  داده

 اهميت زيادي دارد، اين) و بالعكس(بيمار 
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 WDBCD ي مجموعه داده يطبقه بند يبرا RFبند  طبقه يبرا ROC يمنحن : 4شكل 

  .OB-ReliefF تميمتوازن شده با الگور
  

  .تميانتخاب شده پس از انجام الگور يها اد نمونهتعد  :6 جدول
  

 مجموعه 
 داده

 الگوريتم انتخاب
 نمونه

 نمونهتعداد 
  ميخخوش

)زنده ايسالم (
   ميبدخ

)مرده اي ماريب(

WBCD 
SMOTE 940 458 482 

OB-ReliefF 916 458 458 

WDBCD 
SMOTE 781 357 424 

OB-ReliefF 712 356 356 

SEER 
SMOTE 4640 3408 1232 

OB-ReliefF 6800 3400 3400 

  
برخي از دلايل اين امر  .مسئله بسيار نگران كننده خواهد بود

بند بخواهد خطاي كلي را كاهش  ممكن است طبقه: عبارتند از
يا اينكه . به وجود آورد خصوصيتداده و توازن بين حساسيت و 

هاي  بين نمونهبرداري نامناسب بوده و توازن درستي  تكنيك نمونه
 .كلاس اقليت و اكثريت ايجاد نكرده است

  مجموعه داده يرو RFبند انجام طبقه يرا برا ROC يمنحن 5 شكل
SEER شده با متوازنOB-ReliefF شايان ذكر است كه . دهد ينشان م

ها  بندي نمونه بند بالاترين مقادير معيارهاي كارايي را در طبقه اين طبقه
براي رعايت اختصار   ROC يها يمنحنارائه ساير  از .كسب كرده است

  .گردد يم يخوددار
 پيشنهادي تميالگور ياز اجرا ريز جينتا 5تا  3جداول  مقادير براساس

(OB-ReliefF) دست آمدهب:  
ها، استفاده از  داده  مجموعه يسازوازنتم يها از روش يكي -

  .است ندهيفزا يبردار نمونه كيتكن
  دم توازن مجموعه اوليه بالا باشد، هر قدر هم ميزان ع -

OB-ReliefF طور به را تياكثر و تياقل يها قادر است كلاس 
  .كند متوازن كامل

قادر به  OB-ReliefFها،  به دليل فرمول خاص تشابه نمونه -
 .ها است هاي با اهميت و تكثير آن تشخيص نمونه

 ييكارا يارهايو مع يماريب حيصح صيدر تشخ RFبند  طبقه -
 .داشته است ها شيعملكرد را در تمام آزما نيبند بهتر هطبق

  تميهر كلاس در الگور يشده برا انتخاب يها تعداد نمونه 6 جدول
SMOTE  وOB-ReliefF همانطور كه مشاهده . دهد يرا نشان م

ها را به طور  نتوانسته است مجموعه داده  SMOTE تميالگور شود، يم
موارد  يدر برخ تميالگور نيا نكهيبا ا ،نيعلاوه بر ا. كامل متوازن كند

 OB-ReliefF خوبيكرده است، عملكرد آن به  جاديا يشتريتعداد نمونه ب
  .ستنديها متوازن نو همچنان كلاس ستين

 
 SEER ي مجموعه داده يبندطبقه يبرا RFبند  طبقه يبرا ROC يمنحن : 5شكل 

  .OB-ReliefF تميمتوازن شده با الگور
  

  .قاتيتحق ريسا جيبا نتا OB-ReliefF جينتا سهيقام  :7 جدول
  

بند طبقه  
انتخاب تميالگور  

نمونه  خصوصيت حساسيت صحت  G-Mean

WBCD 

Asri  ]21[  13/97  38/97  26/96  82/96  

Osareh  ]19[  80/98  45/95  63/99  51/97  

OB-ReliefF  03/98  00/98  02/98  01/98  

WDBCD 

Osareh  ]19[  33/96  85/96  11/93  96/94  

Yavuz  ]22[  43/96  62/97  71/95  66/96  

Kadhim  ]26[  36/97  74/95  5/98  11/97  

OB-ReliefF 31/98  30/98  34/98  32/98  

SEER 

Gurcan  ]29[  87/92  - - - 

Sinha  ]32[  7/96  7/99  02/94  82/96  

Gurcan  ]33[  11/96  02/94  - - 

OB-ReliefF 01/98  00/98  00/98  00/98  

  
 نيو بهتر OB-ReliefFآمده از  دست به جينتا نيب يا سهيمقا 7جدول 

. دهد يرا نشان مذكر شده در بخش كارهاي مرتبط مقالات برخي  جينتا
 يارهايدر تمام مع OB-ReliefF جينتا ،شود يم مشاهده كه طور همان

البته برخي از  .است گريد يها بهتر از روش) مورد سهجز  به( يابيارز
اند و يا تنها به  لات از معيارهايي متفاوت از اين پژوهش استفاده كردهمقا

تنها معيار طور كه پيشتر گفته شد،  هماناما . اند اكتفا كرده صحتمعيار 
علاوه بر . گيري كارايي يك الگوريتم مناسب نيست براي اندازه صحت

بي تنهايي براي ارزيا به خصوصيتاين، هركدام از معيارهاي حساسيت و 
 ،زيرا هركدام از اين معيارها. عملكرد يك الگوريتم تشخيص كافي نيستند

در عمل، الگوريتمي . كنند عملكرد الگوريتم را در يك كلاس بررسي مي
. هاي هر دو كلاس باشد، كارآمدتر است نمونه صحيحكه قادر به شناسايي 

در هر  كه ناظر به كارايي الگوريتم G-meanبنابراين، استفاده از شاخص 
دو كلاس است، معيار مناسبي براي ارزيابي كارايي الگوريتم در مجموعه 

  . داده نامتوازن خواهد بود 

  يريگ جهينت - 5
متأسفانه، . است نهيدر زنان سرطان س ها يماريب نياز خطرناك تر يكي
مورد،  نيشده در ا ينامتوازن جمع آور يها وجود مجموعه داده ليبه دل

بكار رفته  نيماش يريادگي يها تميالگوركي و هاي تشخيص پزش سيستم
مقاله  نيا. دهند صيتشخ قيرا به طور دق يماريب نيا توانند ينمها  در آن

 نيحل ا يبرا OB-ReliefFبه نام  ندهيفزا يبردار روش نمونه كي
نمونه ها را ميزان مشابهت بين ابتدا  OB-ReliefF. كند يمشكل ارائه م
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هاي كلاس اقليت را  كرده و سپس نمونهمحاسبه شاخص  كيبر اساس 
 ريرا تكث  كلاساين برتر در  يها كرده و سپس نمونه يبند و رتبه يده وزن

اين الگوريتم توانايي . ها متوازن شوند كلاس      ها در  تعداد نمونهتا  كند يم
هاي نامتوازن با چند كلاس يا انواع داده  كار روي انواع مجموع داده

سازي كامل  چنين، امكان متوازن هم. قادير مفقود را داردمختلف و حتي م
بند را  هاي باارزش كه كيفيت يادگيري طبقه ها و يافتن نمونه كلاس

براي بررسي . هاي اين الگوريتم است دهند، از ديگر ويژگي افزايش مي
، نتايج اجراي اين الگوريتم روي سه OB-ReliefFعملكرد الگوريتم 

و  جينتا. ها مقايسه شد سينه با نتايج ساير الگوريتممجموعه داده سرطان 
بندهاي مختلف روي  بررسي معيارهاي كارايي حاصل از اجراي طبقه

 تميكار بستن الگورهكه ب دهد ينشان مهاي متوازن شده  مجموعه داده
OB-ReliefF هر چند كه . بخشد يرا بهبود م نهيسرطان س صيتشخ
OB-ReliefF را بهبود  ارهايمع يبرخ ،واردم يممكن است در برخ

 به توجه با نيچن هم. دارد يعملكرد خوب ارهايمع تياكثرنبخشد، اما در 
 در داده، سطح در يساز متوازن يهاتميالگور تمام مانند تميالگور نيا نكهيا

 با اما. داشت خواهد يمحاسبات سربار شود، يم انجام پردازششيپ مرحله
و به علاوه  شود يم انجام تياقل كلاس يور بر فقط كار نكهيا به توجه

ي نسبت محاسبات سربار ،امكان اجراي محاسبات به طور موازي وجود دارد
بهبود  تياهم به توجه با البته و بوده اندك ها به بسياري از الگوريتم

در  شتريكار ب يبرا توانيم. بود خواهد اغماض قابل ها يماريب صيتشخ
-OBاز  ايكرد و  بيكاهنده ترك يبردار ش نمونهرا با رو تميالگور نده،يآ

ReliefF ها استفاده كرد يماريب ريدر سا صيتشخ زانيبهبود م يبرا. 
توان روي نرخ تكثير و يا ساير پارامترها و معيارهاي مورد  چنين، مي هم

ها و  بندهاي بكار رفته، آزمايش استفاده در الگوريتم پيشنهادي و يا طبقه
  .انجام دادتحقيقات بيشتري 
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از  1385در سال  وتريخود را در رشته مهندسي كامپ يمدرك كارشناس يعباس نبيز
تهران  و كارشناسي ارشد خود را در رشته مهندسي كامپيوتر  يعتيدانشكده دكتر شر

) يليتكم لاتيواحد تحص(نور تهران  امياز دانشگاه پ 1390در سال )  افزارنرم شيگرا(
دسي كامپيوتر به اخذ مدرك دكتري مهن وفقم 1398همچنين در سال . دريافت كرد

وي در حال حاضر عضو هيأت علمي مركز . از دانشگاه اراك شد) افزارنرم شيگرا(
 يريادگي ،يشامل هوش مصنوع ايشانهاي پژوهشي حوزه. محلات است يآموزش عال

  .و كاربردهاي آن است نيماش
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